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Abstract

A stereo vision-based pedestrian detection system, in the visible spectrum, onboard
intelligent vehicles is proposed in this thesis, with the intention of increasing the
security of the most vulnerable road users. By means of the use of two calibrated
cameras it is possible to obtain 3D information of the environment without the
constraints related to monocular systems. Non dense 3D maps are generated by using
the epipolar geometry and a robust correlation process applied over the Canny points,
which are computed using adaptive thresholds based on the gradient magnitude.
Depth accuracy of the 3D maps depends on the images resolution and the distance
between the cameras.

Both, intrinsic and extrinsic camera parameters along with the camera height and the
pitch angle, are computed with the help of a supervised calibration process, by using
classic chessboard patterns of different sizes. Pitch angle is dynamically estimated
at every frame, thanks to the geometric information of the environment. A good
and adaptive estimation of the pitch is mandatory for a correct road/objects points
separation. Generic obstacles are selected by using a Subtractive Clustering attention
mechanism which has been adapted to the nature of the 3D data provided by the
stereo reconstruction procedure. Accordingly, the amount of candidates per frame,
in average, and their variability are strongly decreased, reducing the complexity of
the later learning tasks.

Several databases containing thousands of pedestrian and non-pedestrian samples
extracted from real traffic images have been created for learning purposes. A SVM-
based pedestrian classifier has been designed according to different parameters which
have been comprehensively analysed by using ROC curves: optimal kernel selec-
tion, holistic/by components performance comparison, second stage integration, per-
formance analysis of different feature extraction methods, the suitability of using
separated models depending on the illumination conditions and the candidate size,
combination of optimal features for the different components, and finally, study of
the effect of bounding box accuracy. Once the best single frame classification strat-
egy has been fixed according to the last statements, the tracking, data association
and multiframe validation stages are defined based on a linear Kalman filter, Maha-
lanobis distance along with 2D correlation, and probabilistic data association theory,
respectively.

Finally, the global system has been implemented on different hardware platforms
and different commercial vehicles, and tested on private circuits where several exper-
iments have been carried out for collision avoidance and collision mitigation applica-
tions. In addition, the system has been exhibited for live demonstrations purposes
in several international events, yielding promising results.
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Chapter 1

Introduction

1.1 Motivation

The analysis of the statistics of road traffic accidents becomes almost mandatory
when designing ITS applications. Each year, thousands of pedestrians and cyclists are
struck by motor vehicles. Only in the European Union about 8.000 pedestrians and
cyclists are killed and about 300.000 injured. In North America approximately 5.000
pedestrians are killed and 85.000 injured. In Japan approximately 3.300 pedestrians
and cyclists are killed and 27.000 injured [UNECE ]. Most of these accidents take
place in urban areas where serious or fatal injuries can be sustained at relatively low
speed.

To reduce these figures, the European Commission is forcing the automotive industry
to introduce safety measures to drastically cut the number of fatalities by 50% by
2010 compared to the figures of 2001. While in the first phase (up to 2005) passive
measures were introduced to achieve the requirements, by modifying the frontal
structures of vehicles, the way to reach the final requirements in the second phase
(from 2005 to 2010) seems to demand the introduction of active or preventive safety
measures.

The range of active safety measures is quite wide [Meinecke 05] including ideas
like active hood systems, outside airbags, active bumpers or automatic decelera-
tion [Meinecke 03]. Since these actuators have to be activated just before the crash
occurs, sensors such as radar and cameras have compulsorily to be used in order to
provide a measure of the time-to-collision well in advance. The study of the cumu-
lative frequency of crashes between vehicles and pedestrians [UNECE ] shows that a
crash speed of up to 40 km/h can cover more than 75% of total pedestrian injuries.
Thus, if a speed of up to 40 km/h is considered, the levels of injury suffered by pedes-
trians involved in frontal impacts with motor vehicles will be significantly reduced.
Furthermore, some accidents are likely to be avoided, for velocities well bellow 40
km/h, if pedestrians are detected by the sensors onboard the car with enough an-
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18 Introduction

ticipation. In such cases, the deployment of deceleration strategies makes sense not
only for collision mitigation but also for collision avoidance.

One of the most popular measures for collision mitigation is the use of the so-called
active hood system [Siemens 07] [Autoliv 07]. These types of systems raise the hood
of the vehicle in case of an unavoidable crash. This way a more elastic deformation
of the hood can be achieved to get a reduced force over the pedestrian, especially
over the head. Most of the pedestrians involved in a car-to-pedestrian accident have
the first contact with the car’s frontal region. This usually means that the legs make
contact with the front bumper and after 50 to 150 ms the body, and especially the
head, hit the bonnet or the windscreen of the car as stated in [Fuerstenberg 05].
For adult leg injuries, the major source is the front bumper of vehicles. When an
adult pedestrian is struck by a vehicle, the first impact is generally between the
pedestrian knee region and the vehicle’s front bumper. Because this initial contact
is below the pedestrian’s centre of gravity, the upper body begins to rotate toward
the vehicle. The pedestrians body accelerates linearly relative to the ground because
the pedestrian is being carried along by the vehicle. The second contact is between
the upper part of the grille or front edge of the bonnet and the pedestrian’s pelvic
area. The final phase of the collision involves the head and thorax striking the vehicle
with a linear velocity approaching that of the initial striking velocity of the vehicle.
Research has shown that the linear head impact velocity is about 90 percent of the
initial contact velocity [UNECE ]. Child and adult heads and adults legs are the
body regions to be most affected by contact with the front end of vehicles. On
vehicles, the bonnet top and the windscreen are the vehicle regions mostly identified
with a high potential for contact in a car-to-pedestrian accident. These areas can
cover more than 65 per cent of the fatal and serious injuries. Others measures are
taken by using the so-called pedestrian protection airbags placed just on these areas.
Sensor systems onboard the car are mandatorily required for predicting the car-to-
pedestrian distance and the time-to-collision, both for collision avoidance and for
collision mitigation.

1.2 State of the art

The most successful human detection systems from a moving vehicle are being ac-
complished through computer vision as main sensor. Using the same sensor humans
use for driving is not a triviality. It provides the main clues for pedestrian detec-
tion although other sensors, such as laser-scanners, radar, etc., have also been tested
[Carrea 00], [Gavrila 01], [Ewald 00], [Fuerstenberg 02], [Premebida 06]. So far, sev-
eral approaches have been proposed, but only a few have achieved the challenge of
a “global design”: candidate selection, classification and tracking. These ones are
the main pieces of the vision-based pedestrian detection systems installed onboard
of intelligent vehicles.

Vision-based pedestrian detection is a challenging problem in real traffic scenarios
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since pedestrian detection must perform robustly under variable illumination condi-
tions, variable rotated positions and pose, and even if some of the pedestrian parts
or limbs are partially occluded. An additional difficulty is given by the fact that the
camera is installed on a fast-moving vehicle. As a consequence of this, the back-
ground is no longer static, and pedestrians significantly vary in scale. This makes
the problem of pedestrian detection for ITS quite different from that of detecting
and tracking people in the context of surveillance applications, where the cameras
are fixed and the background is stationary.

To ease the pedestrian recognition task in vision-based systems, a candidate selec-
tion mechanism is normally applied. The selection of candidates can be implemented
by performing an object segmentation in either a 3-D scene or a 2-D image plane.
Not many authors have tackled the problem of monocular pedestrian recognition
[Shashua 04], [Gavrila 99] .The advantages of the monocular solution are well known.
It constitutes a cheap solution that makes mass production a viable option for car
manufacturers. Monocular systems are less demanding from the computational point
of view and ease the calibration maintenance process. On the contrary, the main
problem with candidate selection mechanisms in monocular systems is that, on av-
erage, they are bound to yield a large amount of candidates per frame in order to
ensure a low false negative ratio (i.e., the number of pedestrians that are not selected
by the attention mechanism). Another problem in monocular systems is the fact
that depth cues are lost unless some constraints are applied, such as the flat and
static terrain assumption, which is not always applicable. These problems can be
overcome by using stereo vision systems, although other problems arise such as the
need to maintain calibration and the high computational cost required to implement
dense algorithms.

Tha flat and stationary terrain assumption is not applicable specially in urban areas
where vehicles are exposed to changes in their pitch angle due to braking, accelarat-
ing, bumped pedestrian and pelican crossings, etc. Thus pitch estimation becomes
compulsory for a robust object detection algorithm. Non-flat and specifically, non
static terrain assumption was introduced by non-flat road approximations by series
of planar surface sections over the v-disparity map [Grubb 04], [Labayrade 02]. In
[Nedevschi 04] road vertical profile is modelled with a clothoid curve fitting directly
on the detected 3D road surface points.

Among the frameworks that use stereo vision for candidate selection we emphasize
the next ones. In [Zhao 00] a stereo vision system to generate 3D representation
of the scene with disparity maps, is propounded. The candidates are classified as
pedestrian or non-pedestrian using a trained neural network. Since this is the first
stereo approach in the literature, the segmentation algorithms are very basic. In
[Gavrila 04] an obstacle detection procedure is done by using a multiplexed depth
map, and selecting regions of interest whose number of depth features exceeds a
percentage of the window area. Then they extract edge images and match them to
a set of learned examples using chamfer distance [Gavrila 99]. In order to extract
information from 3D scene in [Grubb 04], [Bertozzi 05a] and [Bertozzi 07] a segmen-



20 Introduction

tation based on v-disparity and u-disparity maps is performed. The information for
performing generic obstacles detection is defined with vertical lines. This implies
managing very little information to detect obstacles, which may work well for big
objects detection, such as vehicles [Labayrade 02], but might not be enough for small,
thin objects detection, such as pedestrian, especially in city traffic due to the heavy
disparity clutter.

Several systems have been presented for pedestrian detection using infrared im-
ages [Nanda 02], [Bertozzi 03], [Bertozzi 04a], [Xu 05] and infrared stereo [Tsuji 02],
[Liu 04], [Bertozzi 05a], [Bertozzi 07]. Nighttime detection is usually carried out us-
ing infrared cameras as long as they provide better visibility at night and under
adverse weather conditions. However, the use of infrared cameras is quite an expen-
sive option that makes mass production an untraceable problem nowadays, especially
for the case of stereo vision systems where two cameras are needed. They provide
images that strongly depend on both weather conditions and the season of the year.
Additionally, infrared cameras (considered as a monocular system) do not provide
depth information and need periodic recalibration (normally once a year). In princi-
ple, the algorithm described in this thesis has been tested using cameras in the visible
spectrum. Nonetheless, as soon as the technology for night-vision camera production
becomes cheaper, the results could easily be extended to a stereo nightvision system.
In Table 1.1 a summary of the main pedestrian detection systems using infrared
images is presented.

Table 1.1: Outline of the main IR vision-based pedestrian detection systems.
Ref. Sensor Candidates Classification Features Train./Test Tracking DR y FPR 1

[Tsuji 02] stereo, adaptive – – – – –
FIR thresholding

[Nanda 02] monocular, thresholding, Bayessian gray Tr: 1.000 – 75-90% dr
FIR image scan levels Ts: 60sec 1 fp/frame

[Bertozzi 03] monocular, vertical edges morphological binary – – 70-85% dr
[Broggi 04] stereo, symmetry, models image 7-10% fpr
[Bertozzi 04a] FIR v-disparity map,
[Bertozzi 05a] snakes
[Bertozzi 05b]
[Bertozzi 07]
[Liu 04] stereo, thresholding, Holistic, binary – Kalman 93% dr
[Xu 05] monocular, equalization, SVM image, 5% fpr

FIR average gray
disparity, blob levels

matching
[Mahlisch 05] monocular, HPN networks templates – – Particle 97% dr

FIR matching, filter 0.1 fp/frame
cascade
classfiers

[Suard 06] monocular, thresholding Holistic, HOG Tr: 1.000 – 90% dr
FIR SVM Ts: 2.200 p 0.03 fp/frame

2.200 n

1 DR: detection rate. FPR: false positive rate)

Concerning the various approaches proposed in the literature, most of them are based
on shape analysis. Some authors use feature-based techniques, such as recognition by
vertical linear features, symmetry, and human templates [Broggi 00], [Bertozzi 03],
Haar wavelet representation [Oren 97], [Papageorgiou 00], [Mohan 01], hierarchical
shape templates on Chamfer distance [Gavrila 99], [Gavrila 04], correlation with
probabilistic human templates [Nanda 02], sparse Gabor filters and support vector
machines (SVMs) [Cheng 05], graph kernels [Suard 05], motion analysis [Franke 02],
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[Curio 00], and principal component analysis [Franke 98]. Neuralnetwork- based clas-
sifiers [Zhao 00] and convolutional neural networks [Szarvas 05] are also considered by
some authors. In [Xu 05], an interesting discussion is presented about the use of bi-
nary or gray-level images as well as the use of the so-called hotspots in infrared images
versus the use of the whole candidate region containing both the human body and the
road. Using single or multiple classifiers is another topic of study. As experimentally
demonstrated in this thesis and supported by other authors [Shashua 04], [Xu 05],
[Grubb 04], the option of multiple classifiers is definitely needed. Another crucial
factor, which is not well documented in the literature, is the effect of pedestrian
bounding box accuracy. Candidate selection mechanisms tend to produce pedestrian
candidates that are not exactly similar to the pedestrian examples that were used for
training in the sense that online candidates extracted by the attention mechanism
may contain some part of the ground or may cut the pedestriansŠa֒Ç feet, arms, or
heads. This results in significant differences between candidates and examples. As
a consequence, a decrease in Detection Rate (DR) takes place. The use of multiple
classifiers can also provide a means to cope with day and nighttime scenes, variable
pose, and non entire pedestrians (when they are very close to the cameras). In sum,
a single classifier cannot be expected to robustly deal with the whole classification
problem.

In the last years, SVMs have been widely used by many researchers [Shashua 04],
[Papageorgiou 00], [Mohan 01], [Grubb 04], [Suard 06] as they provide a supervised
learning approach for object recognition as well as a separation between two classes
of objects. This is particularly useful for the case of pedestrian recognition. Com-
binations of shape and motion are used as an alternative to improve the classifier
robustness [Shashua 04], [Viola 03]. Some authors have demonstrated that the recog-
nition of pedestrians by components is more effective than the recognition of the en-
tire body [Shashua 04], [Mohan 01]. In Table 1.2 an outline of the main vision-based
pedestrian detection systems in the visible spectrum is depicted.

Finally it is interesting to stress those works that are combining different sensors
(multisensors) and different spectrums (multimodal). By using a laserscan and a
camera in [Premebida 07] a multi-sensor pedestrian and vehicle detection system is
presented. Other works [Krotosky 06], [Krotosky 07] are motivating a new and very
interesting discussion of feature fusion techniques, including a cross-spectral stereo
solution to the pedestrian detection problem.

In our approach, the basic components of pedestrians are first located in the image
and then combined with an SVM-based classifier. The pedestrian searching space is
reduced in an intelligent manner to increase the performance of the detection module.
Accordingly, road lane markings are detected and used as the main guidelines that
drive the pedestrian searching process. The area contained by the limits of the
lanes determines the zone of the real 3-D scene from which pedestrians are searched.
In the case where no lane markings are detected, a basic area of interest is used
instead of covering the front part ahead of the ego-vehicle. A description of the
lane marking detection system is provided in [Hernández 05]. The authors have also
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Table 1.2: Outline of the main vision-based pedestrian detection systems in the visible
spectrum.

Ref. Sensor Candidates Classification Features Train./Test Tracking DR y FPR 1

[Broggi 00] mono, vertical edges ACO, vertical – – Kalman
[Bertozzi 02] stereo, symmetry, edges
[Bertozzi 04b] visible v-disparity maps entropy
[Broggi 03]
[Zhao 00] mono, disparity neural gradient Tr: 1.012 p – 85.2% dr

stereo, image networks magnitude 4.306 n 3.1% fpr
visible segmentation Ts: 8.400

[Gavrila 99] stereo XOZ map neural gray Ts: 694 p α-β 78-100% dr
[Franke 00] visible features networks, level 17.067 n tracker 0.3-3.5 fp/min
[Gavrila 00] segmentation templates image
[Gavrila 04] matching
[Gavrila 07]
[Grubb 04] stereo v-disparity SVM, Sobel Tr: 1.500 p Kalman, 83.5% dr

visible maps holistic, 20.000 n Bayessian 0.4% fpr
multiple. Ts: 150 p probability.

2.000 n
[Oren 97] mono image SVM, Haar Tr: 889 p – 97% dr
[Papageorgiou 00] visible scanning holistic, wavelets 3.106 n < 0.1% fpr
[Mohan 01] by components Ts: 123 p

796.904 n
[Shashua 04] mono textures, SVM, SIFT Tr: 54.282 periodicity (i) 96% dr

visible perspective by components, (50% p/n) gait, ego 1 fp/hour
multiple Ts: 150 p motion, (ii) 93% dr

2.000 n paralax, 3 fp/hour
classifier (iii) 85% dr

consistency 102 fp/hour
[Dalal 05] mono – SVM, HOG, Tr: 1.208 p – 90% dr

visible holistic, Haar 1.218 n 10−4 fp
wavelets, Ts: 566 p

PCA 453 n
[Munder 06] mono – SVM, PCA, Tr: 4.800 p – 90% dr

visible neural Haar 5.000 n 5% fpr
networks, wavelets, Ts: 4.800 p

k-NN LFR 5.000 n

1 DR: detection rate. FPR: false positive rate

developed lane tracking systems for unmarked roads [Sotelo 04a], [Sotelo 04b] in the
past. Nonetheless, a key problem is to find out the most discriminating features
in order to significantly represent pedestrians. For this purpose, several feature
extraction methods have been implemented, compared, and combined. While a large
amount of effort in the literature is dedicated to developing more powerful learning
machines, the choice of the most appropriate features for pedestrian characterization
remains a challenging problem nowadays to such an extent that it is still uncertain
how the human brain performs pedestrian recognition using visual information. An
extensive study of feature extraction methods is therefore a worthwhile topic for a
more comprehensive approach to image understanding.

This paper is organized as follows: Section II provides a description of the candidate
selection mechanism along with the pitch angle compensation procedure. Section
III describes the component-based approach, the optimal combination of feature
extraction methods, the SVM-based pedestrian classification system and the mul-
tiframe validation and tracking processes. The implementation and comparative
results achieved to date are presented and discussed in Section IV. Finally, Section
V summarizes the conclusions and future works.



Chapter 2

Stereo vision-based candidate
selection mechanism

2.1 Camera pitch and height calibration

The proposed system for calibrating the pitch angle and the height of the camera with
regard to the ground plane is based on the use of a classical chessboard pattern like the
one depicted in Figure 2.1. A set of images are taken with the pattern laying on the
ground in different poses (see Figure 2.2). By using the Camera Calibration Toolbox
for Matlab [Matlab. 07] extrinsic parameters for each pattern pose are obtained. In
Figures 2.3(a) and 2.3(b) two views of the different extrinsic parameters are depicted.

Figure 2.1: Chessboard pattern of 4 × 5 squares used for calibrating camera pitch and
height with respect to the ground. Each square has a size of 400mm.

Let Ti and Ri represent the translation vector and the rotation matrix of the pattern
with respect to the left camera on image i. Then, as stated in [Matlab. 07], the third
column of the rotation matrix r3

i expresses the normal vector of the pattern surface
which is denoted as ~ni. As it is shown in Figures 2.4(a) and 2.4(b) the pitch angle
can be computing as from the relation between the normalized vector ~o = (0,−1, 0)
(note that the Y axis used by the Toolbox of Matlab points to the bottom) and the

23
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Figure 2.2: Set of images used for pitch and height of the camera calibration process.

(a) (b)

Figure 2.3: 3D pose of the pattern laying on the ground in different images with regard to
the left camera point of view. (a) Transverse view; (b) Lateral vista.

normal vector of the pattern surface ~ni. Taking into account that both vectors are
normalized, the dot product is used for computing the pitch angle as follows:

~o.~ni = |~o||~ni| cosαi = cos αi ⇒ αi = cos−1(~o.~ni) (2.1)

As a set of N images (like the ones depicted in Figure 2.2) is available, it is possible
to use the average for each image to obtain a steadier solution:

α =
1

N

N
∑

i=1

αi =
1

N

N
∑

i=1

(

cos−1(~o.~ni)
)

(2.2)

The proposed method for computing the camera height with regard to the road
is defined as follows. Let Ti = (txi, tyi, tzi) represents the translation vector and
~ni = (ai, bi, ci) represents the normal vector of the chessboard pattern surface. The
normal plane that has the normal vector ~ni and goes through the 3D point Ti is
defined by applying the following expression:
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(a)

(b)

Figure 2.4: Global views of the proposed method for calibrating the pitch angle and the
height of the camera. (a) Lateral view with the ground plane in horizontal position (b) 3D
view with the camera pitch angle in horizontal position.

ai(x− txi) + bi(y − tyi) + ci(z − tzi) = 0 ⇒ aix + biy + ciz = aitxi + bityi + citzi (2.3)



26 Stereo vision-based candidate selection mechanism

Image plane is defined by the expression z = 0. The line of intersection of the plane
z = 0 and the plane defined in (2.3) is defined by:

aix + biy = aitxi + bityi + citzi ⇒ aix + biy = di (2.4)

where di = aitxi + bityi + citzi. The distance between the line of intersection of both
planes and the optical center p = (0, 0, 0) is given by:

hi =
di

√

a2
i + b2

i

=
aitxi + bityi + citzi

√

a2
i + b2

i

(2.5)

The actual height of the camera h′ with respect to the ground plane is given as from
pitch estimation, as can be observed in Figure 2.4(a):

h′
i = hi cos αi (2.6)

The final value of the height of the camera is obtained by computing the average
value of h′

i for each one of the N images as follows:

h′ =
1

N

N
∑

i=1

h′
i =

1

N

N
∑

i=1

(

di
√

a2
i + b2

i

cos αi

)

(2.7)

The initial estimation of the camera pitch and the camera height, obtained after
applying the proposed method, will be very useful in next stages, not only as initial
values but as default ones, when there will not be enough information to perform
pitch estimation robustly.

2.2 Non dense reconstruction

2.2.1 Non-dense features selection

3D reconstruction can be achieved in a dense way, by using all the image points
[Zhao 00], [Grubb 04], or in a non-dense way by taking into account only specific
image points [Labayrade 02], [Franke 00]. Even the fact that there are several frame-
works that implement dense reconstruction in real time [Scharstein 02], [Brown 03],
[van der Mark 06] our approach does not need dense information in order to select
candidates. Thus the computational cost is drastically reduced.

In our case it is necessary to achieve a trade-off between the number of features
and their quality. Features as Harris corners [Harris 88] or KLT [Lucas 81], [Shi 94]
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provide high quality points but these ones are not enough for the proposed method.
The output of a standard Harris corners detector in a pedestrian sample image is
depicted in Figure 2.5(b). The maximum number of points detected with an accept-
able noise level is clearly insufficient. According to this the use of the well known
Canny edge detector [Canny 86] is proposed since it maximizes the signal-to-noise
ratio. As can be observed in Figure 2.5(c) Canny image provides a good represen-
tation of the discriminant features for pedestrians. Features as head, arms and legs
are distinguishable when visible, and are not heavily affected by different colors or
clothes.

(a) (b) (c)

Figure 2.5: (a) Pedestrian sample image; (b) Harris features; (c) Canny image.

The Canny hysteresis thresholds define the final behaviour of the filter. Any pixel
in the image that has a value greater than thL is presumed to be an edge pixel, and
is marked as such immediately. Then, any pixels that are connected to this edge
pixel and that have a value greater than thH are also selected as edge pixels. The
contrast in daytime images is always greater than the contrast in nightime ones. The
mean and the variance of the gradient image histogram is clearly different between
daytime and nightime images 1. Accordingly the use of adaptive hysteresis thresholds
is proposed in this work. These thresholds are defined by means of the analysis of
the histogram of the magnitude of the gradient image. Let x̄ be the mean value and
σ the variance of the histogram of the gradient magnitude, i.e.:

x̄ =

∑N

i=1
xiwi

∑N

i=1
wi

(2.8)

σ =

√

∑N

i=1
(xi − x̄)2wi
∑N

i=1
wi

(2.9)

where wi is the number of pixels whose gradient magnitude is equal to xi, and N is
the maximum gradient magnitude value. After extensive trials in different lighting
conditions (cloudless, cloudy, foggy, rainy, etc.), next adaptive threshold values are
defined:

1By nightime we mean well illuminated urban environments



28 Stereo vision-based candidate selection mechanism

thL = x̄ −
σ

16
; thH = x̄ + 4σ (2.10)

In Figures 2.6 and 2.7 two examples in daytime and nightime conditions respectively
are depicted. The adaptive value of the hysteresis thresholds can be observed in
Figures 2.6(c) and 2.7(c).

(a) (b)

(c) (d)

Figure 2.6: Daytime scenario. (a) Original image ;(b) Gradient image; (c) Histogram of
the gradient magnitude and adaptive thresholds ; (d) Final result after applying Canny
edge detector.

2.2.2 Robust correspondence search

Thanks to the calibration process it is possible to use the epipolar geometry since fun-
damental matrix is known. Thus, the matching searching area is greatly decreased by
using the parameters of the fundamental matrix F [Trucco 98], [Forsyth 03], [Hartley 03].
For each point on the left image ml = (ul, vl) the corresponding right epipolar line
a′

rur + b′rvr + c′r = 0 can be computed as follows:





a′
r

b′r
c′r



 = F





ul

vl

1



 (2.11)
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(a) (b)

(c) (d)

Figure 2.7: Nightime scenario. (a) Original image ;(b) Gradient image; (c) Histogram of
the gradient magnitude and adaptive thresholds ; (d) Final result after applying Canny
edge detector.

The use of parallel epipolar lines has been widely applied in obstacle detection ap-
plications [Se 98], [Yu 03], [Labayrade 02], [Zhao 00] and [Franke 00]. Nevertheless
in practice epipolar lines are not parallel, even if the stereo structure is very pre-
cise. It is possible to manage parallel epipolar lines after applying images rec-
tification [Fusiello 97], [Forsyth 03], [Trucco 98]. Several frameworks propose to
rectify the stereo pair in order to simplify the correspondence search [Grubb 04],
[van der Mark 06] y [Miled 07]. While image rectification provides a simple search
area for correspondents and straightforward 3D reconstruction, the general geometry
mode, without rectification, provides a better resolution since no image re-sampling
is done [Nedevschi 04], [Nedevschi 06]. Moreover, epipolar geometry is precomputed
when the application starts, and stored in a look-up table, so that, epipolar lines
computation is avoided at run-time an thus the computational cost is further re-
duced.

Disparity search space is analysed by means of a specific software designed with
that purpose. For each left image point ml = (ul, vl) the x disparity search space
associated with the right images goes between dxmin = ul − 20 to dxmax = ul + 25,
whose associate depths are Zmin = 2m and Zmax = 30m respectively. In consequence
the x disparity search space has a total amount of 46 pixels which should be analyzed.

Most of the ITS frameworks use simple matching techniques such as SAD (sum of
absolute differences) or SSD (sum of squared differences) [Grubb 04], [Nedevschi 04],
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[van der Mark 06]. The main problem of that kind of matching techniques is that
they need to apply a preprocessing step in order to compensate for intensity differ-
ences between the stereo pair of images, such as LoG [Bunschoten 00]. For avoid-
ing the use of intensity differences compensation, and among the wide spectrum of
matching techniques that can be used to solve the correspondence problem, we imple-
mented the Zero mean Normalized Cross Correlation (ZNCC) because of its robust-
ness against illumination level changes [Faugeras 93], [Boufama 94], [Krotkov 95],
[Sun 02]. The ZNCC between points p = (u, v) and p′ = (u′, v′) from two different
images is defined by next expression:

ZNCC(p, p′) =

n
∑

i=−n

n
∑

j=−n

A · B

√

√

√

√

n
∑

i=−n

n
∑

j=−n

A2

n
∑

i=−n

n
∑

j=−n

B2

(2.12)

where A and B are defined by:

A = (I(u + i, v + j) − I(u, v)) (2.13)

B = (I(u′ + i, v′ + j) − I(u′, v′)) (2.14)

where I(u, v) is the intensity level of pixel with coordinates (u, v), and I(u, v) is
the average intensity of a (2n + 1) × (2n + 1) window centered around that point.
As the window size decreases, the discriminatory power of the area-based criterion
is decreased, and some local maximum appear in the searching regions (epipolar
lines). On the contrary, an increase in the window size causes the performance to
degrade due to occlusion regions and smoothing of disparity values across boundaries
[van der Mark 06]. Accordingly to previous statements and to a computational cost
criterion, a practical 7 × 7 correlation window size is selected.

A post-processing is applied in the correlation step in order to increase robustness
and reduce noise:

• Only strong responses of the correlation function along the epipolar line are
considered as correspondents, so that, only responses grater than ZNCCmin

are taken into account, where ZNCCmin = 0.9.

• If the global maximum of the function is not strong enough relative to other lo-
cal maximum, then the current left image point is rejected (unique maximum).
In [Fusiello 00] the variance of the correlation values is used as a reliability
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measure. In our case we propose to use the two global maximum values of the
correlation function as in [Hirschmuller 02], [Muhlmann 02]. Let C1(u, v) rep-
resents the global maximum and C2(u, v) represents the next global maximum,
the reliability coefficient is defined as:

W (u, v) = 1 −
C2(u, v)

C1(u, v)
(2.15)

• Right image correlated points are also correlated over the left image (mutual
consistency check strategy). If the new left matched points are not exactly
the same than the original ones, these correspondences are considered as noise
(multi-correlation).

• In case different left image points were correlated over the same right image
point, two strategies could be taken: maximum correlation criterion [Stefano 02]
or minimum disparity criterion. The second one is used since the noise due to
structured backgrounds, which usually produces close 3D points, is avoided
(minimum disparity).

(a) (b)

Figure 2.8: (a) Global scheme of the robust correspondence search method ;(b) Minimum
disparity criterion scheme.

In Figure 2.8(a) the global outline of the proposed robust correlation method is
depicted. Minimum disparity process when different left images points are correlated
over the same right image point is depicted in Figure 2.8(b). The unique maximum
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criterion is summarized in Figure 2.9. Finally the proposed method for mutual
consistency check can be observed in Figure 2.10.

Figure 2.9: Outline of the unique maximum criterion.

Figure 2.10: Global scheme of the mutual consistency check.

After applying the previous steps, the resulting correlation maps look much more
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Figure 2.11: Number of correlated points as from the different steps used in the correlation
process, in a sequence of 2000 frames.

noise-free. As can be observed in Figure 2.11, the number of correlated points gets
decreased by an average of 24.87 after using unique maximum criterion. By using
both unique maximum and minimum disparity strategy an average of 34.14% of
points are selected as noise. Finally, by adding the mutual consistency check an
average of 38.54% of points are rejected. In practice most of the errors are du to
structural backgrounds which very usual in urban environments. Occlusions also
affect but to a lesser extent.

Besides using integer values for disparity correspondence, subpixel accuracy can be
obtained by using floating point values. The subpixel value of the u coordinate of
the right image can be approximated by a second degree polynomial. That kind of
approach can be also used with rectified images and with different matching mea-
sures [Muhlmann 02], [Stefano 02], [Nedevschi 04] and [van der Mark 06]. Let f(u)
represents the ZNCC correlation value of the global maximum at pixel (u, v). Then
the subpixel value in the u-axis will be computed as follows:

us = u +
f(u − 1) − f(u + 1)

2(f(u − 1) − 2f(u) + f(u + 1))
(2.16)

where f(u − 1) and f(u + 1) are the ZNCC correlation values of the adjacent pixels
of (u, v). Once us is computed, the subpixel value in the v-axis is then obtained by
using the epipolar line equation (see Figure 2.12(b)):
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a′
rus + b′rvs + c′r = 0 ⇒ vs = −

c′r + a′
rus

b′r
(2.17)

(a) (b)

Figure 2.12: (a) Subpixel accuracy in the u axis by a second degree polynomial approaching.
;(b) Subpixel accuracy in the v axis as from the epipolar line equation.

2.2.3 3D Reconstruction

After solving the correspondence problem it is still necessary to solve the reconstruc-
tion problem, i.e., given a number of corresponding parts of the left and right image,
and possibly information on the geometry of the stereo system, what can we say
about the 3D location and structure of the observed objects? [Trucco 98]. In general
these algorithms are so-called triangulations methods. The most used triangulation
method is the one in which the intersection between the rays that join both optical
centres with the correspondences, is computed. However, both rays will never, in
practice, actually intersect, due to calibration and feature localization errors. In this
context, various reasonable approaches to the reconstruction problem can be adopted,
such as the method that finds the midpoint of the common perpendicular to the two
rays in space [Xu 96], [Trucco 98], [Forsyth 03]. Nevertheless, this method is not
suitable for projective reconstruction, since concepts such as distance and perpen-
dicularity are not valid in the context of projective geometry. In fact, in projective
reconstruction, this method will give different results depending on which particular
projective reconstruction is considered, i.e., the method is not projective-invariant
[Hartley 03].

In this work we propose the use of a triangulation method that is projective-invariant.
As we know both intrinsic and extrinsic parameters of the stereo system, a scene point
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can be reconstructed by using a purely algebraic approach. The equations that relate
the projection of a 3D points onto the image plane are given by:







ul = m11Xl+m12Yl+m13Zl+m14

m31Xl+m32Yl+m33Zl+m34

vl = m21Xl+m22Yl+m23Zl+m24

m31Xl+m32Yl+m33Zl+m34

(2.18)
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(2.19)

where (ul, vl) and (ur, vr) are the correspondent points in pixel coordinates from left
and right cameras respectively, and Pl = (Xl, Yl, Zl) and Pr = (Xr, Yr, Zr) represent
the 3D points with regard to the left and right camera respectively. The point Pr

can be expressed as a function of Pl by means of the extrinsic relationship between
both cameras by using the expression Pr = RPl + T , i.e.:







Xr = r11Xl + r12Yl + r13Zl + tx
Yr = r21Xl + r22Yl + r23Zl + ty
Zr = r31Xl + r32Yl + r33Zl + tz

(2.20)

If radial and tangential distortions are compensated for, we can define a system of 4
equations in 3 unknowns (3D point coordinates) as follows:

ul − u0l = fxl
Xl

Zl

vl − v0l = fyl
Yl

Zl

ur − u0r = fxr
r11Xl+r12Yl+r13Zl+tx
r31Xl+r32Yl+r33Zl+tz

vr − v0r = fyr
r21Xl+r22Yl+r23Zl+ty
r31Xl+r32Yl+r33Zl+tz



















⇒ (2.21)
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⇒ APl = b (2.22)

where,
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a11 = fxl

a12 = 0
a13 = −(ul − u0l)
b1 = 0
a21 = 0
a22 = fyl

a23 = −(vl − v0l)
b2 = 0
a31 = r31(ur − u0r) − fxrr11

a32 = r32(ur − u0r) − fxrr12

a33 = r33(ur − u0r) − fxrr13

b3 = fxrtx − tz(ur − u0r)
a41 = r31(vr − v0r) − fyrr21

a42 = r32(vr − v0r) − fyrr22

a43 = r33(vr − v0r) − fyrr23

b4 = fyrty − tz(vr − v0r)

(2.23)

The maximum likelihood estimate is given by the point which minimizes the reprojec-
tion error, i.e., the summed squared distances between the projections of Pl and the
measured image points. Such a triangulation method is projective-invariant because
only image distances are minimized, and the projections of Pl do not depend on the
projective frame in which Pl is defined, i.e., a different projective reconstruction will
project to the same points.

As we have an overconstrained system of four independent linear equations (APl = b)
in the homogeneous coordinates of Pl, that is easily solved using the linear least-
squares technique which implies to compute the pseudoinverse as follows:

APl = b ⇒ AT APl = AT b ⇒ Pl = (AT A)−1AT b (2.24)

where A† = (AT A)−1AT is the pseudoinverse of the matrix A which is computed by
using singular value decomposition (SVD), since it is proved that the solution which
minimizes the error e = |APl − b| in the least squares sense, it is exactly the one that
accomplishes with V = 0. After solving both correspondence and reconstruction
problems, non-dense 3D maps are created like the ones depicted in Figure 2.13.

2.3 Pitch estimation

Detection range specification in vision based pedestrian detection applications is usu-
ally no longer than 30m due to several constraints like camera resolution, pedestrian
size, etc. Thus, flat road geometry can be considered, i.e., road curvature can be
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Figure 2.13: Upper row: original images. Lower row: non-dense 3D maps.

neglected in the near range. Thanks to the stereo approach the vertical road profile
can be directly extracted. Two different methods have been tested in this work and
explained in the following sections: pitch estimation based on projection map (YOZ),
and pitch estimation using virtual disparity map.

2.3.1 Pitch estimation based on YOZ projection map

A robust correlation process reduces the number of 3D points located under the road
(which is directly proportional to the amount of correlation errors). Taking into
account a base plane without pitch change, the height of the camera relative to the
base plane, and the camera vertical field of view, the origin of the world coordinate
system is placed at the intersection point between the base plane and the lower
boundary of the vertical field of view. Figure 2.14 depicts the lateral projection of
3D points on the YOZ plane.

Figure 2.14: 3D projected points on the YOZ plane up to 30m.

The number of 3D projected points over the same 2D point in the lateral view
are coded in a gray scale image. Thus the weight of matching errors is reduced.
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As in [Nedevschi 04] we consider the vertical displacement due to roll negligible in
comparison to the displacement due to pitch. From the point of view of the world
coordinate system origin, and varying the slope to cover all possible pitch values,
uniformly spaced rays are cast. Gray level values (number of points) along each ray
i are counted in a histogram H(i). The histogram is normalized and the mean value
h̄ is computed. A stable jump over 2/3h̄ in the histogram is looked for from the
bottom of the road upwards. Being i = 0 the lowest ray and i = N the highest one,
pitch angle is selected as follows:

for i = 0 to N
if (H(i) > 2

3
h̄ and H(i + 1) > 2

3
h̄ and H(i + 2) > 2

3
h̄

and H(i), H(i + 1), H(i + 2) > Hmin)
then α = αi; break;

else α = αinit;

(2.25)

The variable αinit is the pitch angle estimated after the calibration process. The
parameter Hmin is used to avoid pitch estimation errors when there are not enough
road points detected. Figure 2.15 depicts three examples for positive, negative and
zero pitch angle values. The darker the ray the higher the number of accumulated
points. The estimated pitch angle is drawn in bold.

2.3.2 Pitch estimation using virtual disparity map

An improvement in pitch estimation accuracy is proposed based on the idea suggested
in [Suganuma 07]. A rigid transformation of 3D points is carried out from the left
camera with regard to the ground plane. For this purpose, a rotation around X axis
and a translation along Y axis are performed as depicted in Figure 2.16). Parameters
h (camera height) and α (camera pitch angle) obtained in the calibration stage are
used in the transformation process.

Let Pl = (Xl, Yl, Zl, 1)T represents the homogeneous coordinates of a 3D point with
regard to the left camera. The coordinates of point Pn = (Xn, Yn, Zn, 1)T with regard
to the ground plane can be obtained after applying the following transformation:
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(2.26)

After transforming the reference frame, 3D points are backprojected on the image
plane using the camera intrinsic parameters as follows:
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(a)

(b)

(c)

Figure 2.15: Pitch angle estimation. (a) Positive pitch angle, (b) negative pitch angle and
(c) pitch angle about 0 degrees.
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(2.27)

Thus, the so-called virtual disparity image is obtained. The gray level of pixels in
disparity images I∆ is inversely proportional to their distance Z with regard to the
camera, as depicted in Figure 2.17(b). As can be observed, the lesser the distance
between the point and the camera, the higher the corresponding pixel gray level.
After applying the transformation proposed in (2.26) and backprojecting pixels on
the image plane using (2.27), the resulting virtual disparity image is shown in Figure
2.17(c).

The backprojection of all points along the ground plane in the virtual camera must
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Figure 2.16: Rigid transformation - Rotation around X axis and translation along Y axis
in order to virtually place the camera on the ground plane..

(a) (b)

(c) (d)

Figure 2.17: (a) Original left image; (b) Non-dense disparity image I∆ ; (c) Virtual disparity
image; (d) Vertical histogram of Virtual Disparity.

be located on the v coordinate corresponding to the camera central point vol if no
variation with respect to the calibrated camera pitch angle takes place, as depicted
in Figure 2.18(a). Points in the virtual camera image plane lying on coordinate v
different from vol imply a variation in the pitch angle with regard to the calibrated
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one. Figures 2.18(b) and 2.18(c) depict a change in the ground plane projection due
to positive and negative variations of the pitch angle, respectively. In order to obtain
the projection over the ground plane, a vertical histogram is computed accounting for
the number of points lying on each raw in the virtual disparity image, as illustrated
in Figure 2.17(d). The vertical histogram is smoothed using 3 × 1 window. After
that, the average value h̄ is recomputed as follows:

Hs(i) =
1

3

j=1
∑

j=−1

H(i − j) ; h̄ =
1

N

i=N
∑

i=0

Hs(i) (2.28)

The proposed algorithm seeks a stable, significant jump in the vertical histogram
starting from the bottom line i = height up to the top line i = 0 implementing the
following process:

for i = height to 0
if (Hs(i) > h̄ and Hs(i − 1) > h̄ and Hs(i − 2) > h̄

and Hs(i), Hs(i − 1), Hs(i − 2) > Hmin)
then va = i; break;

else va = v0l;

(2.29)

Parameter Hmin is again used for setting a minimum number of points requested
for achieving robust estimation. The computation of pitch angle with regard to the
ground plane is carried out in the image plane using the camera intrinsic parameters
f, fyl, dyl (mm/pixel in Y axis), and the camera optical centre (u0l, v0l), yielding:

va =
y

dyl

+ v0l ⇒ ∆v = va − v0l =
y

dyl

⇒ y = ∆vdyl (2.30)

tanα =
y

f
=

∆vdyl

fyldyl

⇒ α = tan−1

(

∆v

fyl

)

(2.31)

Using this method, pitch estimation is computed more robustly than by using YOZ
projection map. The use of the virtual disparity image allows also for providing
robust estimation of camera height h and roll angle with respect Z axis, although at
a higher computational cost.

2.3.3 Pitch correction

In order to have a steady estimation of the pitch angle, a linear Kalman filter
[Kalman 60] is applied. The state vector contains the pitch angle and its veloc-
ity xk = {αk, α̇k}, while the measurement vector contains the pitch angle zk = {αk}.
The following equations show the proposed pitch angle estimation:
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(a)

(b)

(c)

Figure 2.18: Ground plane projection on the virtual camera image plane (a) without pitch
variation, (b) with positive pitch variation and (c) with negative pitch variation.

~xk =

(

αk

α̇k

)

=

(

1 1
0 1

)(

αk−1

α̇k−1

)

+ ~rk state eq. (2.32)

zk = αk + ~ok measurement eq. (2.33)

where ~rk and ~ok are the state vector noise and the measurement vector noise, re-
spectively. Accordingly, a smoother pitch angle estimation is obtained. The trans-
formation matrix that has to be applied in order to perform 3D points correction
is:
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Rα =





1 0 0
0 cos(α) −sin(α)
0 sin(α) cos(α)



 (2.34)

Once the longitudinal profile of the road has been extracted, and 3D points corrected,
road surface points, which are not obstacle points, can be easily removed by analyzing
their Y coordinate value. By doing so, these points do not perturb the clustering
step. Figures 2.19(a) and 2.19(b) depict pitch angle estimation results in the same
sequence using YOZ projection map and virtual disparity image, respectively. As
can be observed, results obtained using virtual disparity image look more realistic
and stable than those obtained using YOZ projection map.
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Figure 2.19: Pitch angle measurement along with pitch angle estimation after Kalman
filter: (a) using YOZ projection map and (b) using virtual disparity image.

Correct estimations of pitch angle have been used for compensating 3D measure-
ments. As an example, Figures 2.20(a) and 2.20(b) show a sequence in which a car
runs over a dummy. Points bellow Y < 10cm are depicted in blue; points for which
Y ≥ 10cm are depicted in green. When no pitch compensation is applied many
points belonging to the dummy legs are considered as part of the ground plane.

Pitch estimation is obtained using virtual disparity image, as depicted in Figure
2.21(b), where an abrupt change in the camera pitch angle can be appreciated when
the car collides against the dummy (Figure 2.21(a)) due to the impact and the sudden
braking after the collision.

Correct pitch estimation allows for correcting depth measurements. Thus, more accu-
rate car-to-pedestrian distance and car-to-collision estimated times can be achieved.
Figure 2.22(a) shows the absolute difference between depth measurements performed
without pitch correction and depth measurements using pitch correction. The figure
provides the absolute difference for angles between 1 − 10◦. For angles bellow ±5◦

depth differences are not high (less than 10cm for depth up to 25m). However, for
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(a) (b)

Figure 2.20: Separation between ground-plane(blue/objects(green); (a) without pitch esti-
mation; and (b) with pitch angle correction.
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Figure 2.21: (a) Separation between ground-plane/objects in a collision sequence; (b) Pitch
estimation in a collision sequence.

large depth differences up to 10◦ errors in depth estimation can be between 15-40cm
for depth ranging between 10-25m. In the example provided in Figure 2.22(b) the
maximum depth correction is bellow 6cm.

Once the 3D points are compensated using the pitch angle estimation, separation
between objects/ground-plane is carried out based on a simple height criteria. Given
that P ′

l = (X ′
l , Y

′
l , Z

′
l)

T = RαPl, the separation criteria is defined as follows:















if Y ′
l ≤ Hmin ⇒ noise

if Y ′
l > Hmin AND Y ′

l ≤ Hground ⇒ ground-plane point
if Y ′

l > Hground AND Y ′
l ≤ Hmax ⇒ object point

if Y ′
l > Hmax ⇒ high object point

(2.35)
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Figure 2.22: (a) Absolute depth difference with and without pitch correction; (b) Absolute
depth difference with and without correction and pitch estimation in a sequence running
over a dummy..

Parameter Hmin determines the minimum distance under which detected points are
considered as noise. Hground determines the maximum height value for a 3D point to
be considered as belonging to the ground plane. In practice, this value is set in the
range between 10-20cm in order to reduce noise in the 3D reconstruction process.
Parameter Hmax establishes a maximum height value for a 3D point to be considered
as part of a pedestrian. In practice this parameter has been set to 2.5m. In order to
have a global idea about the object/ground-plane separation process, all the different
stages of the algorithm are depicted in the scheme showed in Figure 2.23.

2.4 3D Clustering

Up to now all the frameworks that use stereo vision in order to deal with the can-
didates selection problem, operate, in different ways, over 2D images computed as
from projections of the 3D points. For instance in [Zhao 00] a gray level segmentation
over the disparity image is proposed. In [Franke 00] and [Gavrila 04] the obstacle
detection procedure is done by using a multiplexed XOZ depth map, and selecting re-
gions of interest whose number of depth features exceeds a percentage of the window
are. Finally, in [Broggi 03] and [Grubb 04] the segmentation process is performed
over v-disparity maps. The information for performing generic obstacles detection is
defined with vertical lines.

In this section we describes the proposed segmentation method which directly oper-
ates over the 3D maps, exploiting the three dimensions in one step.
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Figure 2.23: Global scheme of the ground-plane/object separation process.

2.4.1 Preprocessing

Spatial boundaries in the X axis are defined between Xmin = −5m and Xmax = 5m
(Xlat = ±5m). The minimum depth distance is fixed to Zmin = 2m and the maxi-
mum distance is pre-defined up to Zmax = 30m. Note that the cameras resolution
(320× 240) does not allow for a greater detection range. By taking into account the
separation between objects/ground-plane carried out by means of the Equation 2.35,
the segmentation process will only consider those points that satisfy next conditions:















if (Y ′
l > Hground and Y ′

l ≤ Hmax) AND
(X ′

l > −Xlat and X ′
l ≤ +Xlat) AND

(Z ′
l > Zmin and Z ′

l ≤ Zmax) ⇒ accept point
else ⇒ reject point

(2.36)

Then, an outliers filtering process over the XOZ map (so-called bird’s eye map) is
carried out. The number of 3D projected points over the same 2D point in the XOZ
map are taken into account. The XOZ map is filtered according to a neighbourhood
criterion. For each IXOZ image point, the sum of the points contained in a (2m +
1) × (2n + 1) window is computed as follows:
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S(u, v) =
i=m
∑

i=−m

j=n
∑

j=−n

IXOZ(u + i, v + j) (2.37)

If S(u, v) is greater or lower than a pre-defined threshold, the point will be accepted
or rejected, respectively. If a fixed threshold is used for all the XOZ points, there are
problems due to the fact that close objects are defined by a large amount of points
whereas far objects are defined with less number of points. In other words, if we
use a high threshold value, some far objects may be eliminated since there were not
enough number of projected points. On the other hand, if we use a low threshold
value we will accept many errors that appear near the vehicle. Accordingly, the use
of an adaptive threshold value ThS is proposed as a linear function that varies in
inverse proportion to the depth of the XOZ points. After several experiments this
function has been defined as follows:

ThS = Thmax −
Z − Zmin

Zmax − Zmin

(Thmax − Thmin) (2.38)

where Thmax and Thmin are the required thresholds for points with minimum Zmin

and maximum Zmin distances, respectively, which are manually tuned after extensive
trials. The results after applying the proposed filtering process over the XOZ map
are depicted in Figure 2.24.

2.4.2 3D Subtractive Clustering

Data clustering techniques are related to the partitioning of a data set into several
groups in such way that the similarity within a group is larger than among groups
[Kainulainen 02]. Normally the number of clusters is known beforehand. This is
the case of K-means based algorithms. The needed clustering technique should be
subject to some constraints:

• The number of clusters is considered unknown, since no a priory estimate of
the number of pedestrians in scene can be reasonably made.

• The use of methods that measure the quality of the clustering result requires
to launch the process N times, being N the maximum number of objects. This
implies an intractable computational cost problem.

• The required clustering technique should not have convergence problems.

• The effects of outliers have to be reduced or completely removed in order to
absorb correlation errors.
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(a) (b)

(c) (d)

Figure 2.24: (a) 2D correlated points. Ground-plane points, object points and very high
points are depicted with different colors; (b) Unfiltered XOZ map ; (c) Filtered XOZ map
; (d) Projection of the points that have not been rejected after the filtering process.

• It is necessary to define specific space characteristics in order to group different
pedestrians in the scene.

For these reasons, a Subtractive Clustering method [Chiu 94a] is proposed, which is
a well known approach in the field of Fuzzy Model Identification Systems [Chiu 94b].
The clustering is carried out in the 3D space, based on a density measure of data
points. The idea is to find high density regions in 3D space. Objects in the 3D space
are roughly modelled by means of Gaussian functions. It implies that, on principle,
each Gaussian distribution represents a single object in 3D space. Nonetheless, ob-
jects that get too close from each other can be modelled by the system as a single one
and, thus, represented by a single Gaussian distribution. The complete representa-
tion is the addition of all Gaussian distributions found in the 3D reconstructed scene.
Accordingly, the parameters of the Gaussian functions are adapted in line with the
depth by the clustering algorithm, so as to best represent the 3D coordinates of the
detected pixels.
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The 3D coordinates of all detected pixels are then considered as candidate clusters
centers. Thus, each point pi with coordinates (xi, yi, zi) is potentially a cluster centre
whose 3D spatial distribution Di is given by the following equation:

Di =
N
∑

j=1

exp

(

−
(xi − xj)

2

(

rax

2

)2
−

(yi − yj)
2

(

ray

2

)2
−

(zi − zj)
2

(

raz

2

)2

)

(2.39)

where N represents the number of 3D points contained in a neighborhood defined
by radii ra = (rax, ray, raz). Cluster shape can then be tuned by properly selecting
the parameters rax, ray, raz, which are related to 3D actual dimensions. As can be
observed, candidates pi surrounded by a large number of points within the defined
neighborhood will exhibit a high value of Di. Points located at a distance well above
the radius defined by ra will have almost no influence over the value of Di (see Figure
2.25).
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Figure 2.25: Density function Di. (a) One dimensional case with rx = 50 ; (b) Two
dimensional case with rx = ry = 50.

Equation 2.39 is computed for all 3D points measured after stereo reconstruction.
Let pcl = (xcl, ycl, zcl) represent the point exhibiting the maximum density denoted
by Dcl. This point is selected as the cluster centre at the current iteration of the
algorithm. Densities of all points Di are corrected based on pcl and Dcl. For this
purpose, the subtraction represented in equation 2.40 is computed for all points.

Di = Di − Dclexp

(

−
(xi − xcl)

2

(

rbx

2

)2
−

(yi − ycl)
2

(

rby

2

)2
−

(zi − zcl)
2

(

rbz

2

)2

)

(2.40)

where parameters rb = (rbx, rby, rbz) define the neighborhood where the correction
of points densities will have the largest influence. The density of data point which
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is close to the first cluster centre will be reduced, so that these data points can
not become next cluster centre. Normally, parameters (rbx, rby, rbz) are larger than
(rax, ray, raz) in order to prevent closely spaced cluster centres. Commonly let rbx =
1.5rax, rby = 1.5ray and rbz = 1.5raz [Chiu 94a].

After the subtraction process, density corresponding to the cluster center pcl gets
strongly decreased. Similarly, densities corresponding to points in the neighborhood
of pcl get also decreased by an amount that is a function of the distance to pcl. All
the points that satisfy the condition Di ≤ Thp are associated to the first cluster
computed by the algorithm and will have no effect in the next step of the subtractive
clustering. In fact these points are subtracted and restored as a 3D candidate. Thp

is experimentally set to a value of Thp = 0.1.

After the correction of densities, a new cluster center pcl,new is selected, correspond-
ing to the new density maximum Dcl,new and the process is repeated whenever the
condition expressed in equation 2.41 is met.

if Urel >
Dcl

Dcl,new

and Dcl,new > Umin ⇒ new cluster (2.41)

where Urel and Umin are experimentally tuned parameters (Urel = 0.3 and Umin =
0.35) that permit to define a termination condition based on the relation between
the previous cluster density and the new one, and a minimum value of the density
function. The process is repeated, subtracting the points of each new cluster, until
the termination condition given by equation 2.41 is not met.

2.4.3 Adaptive 3D Subtractive Clustering approach

There are two main reasons to propose the use of an adaptive approach to deal
with the clustering process. Firstly, depth accuracy of the 3D maps depends on the
images resolution and the distance between the cameras. And secondly, the number
of points that defines an object will be decreased in proportion to the distance with
regard to the vehicle.

Figure 2.26(a) shows the detected distance of the dummy, that appears in the dummy
sequence used in Section 2.3.3, for both, pixel and subpixel accuracy, cases. As can
be observed the accuracy is poorer when the dummy appears at a distances greater
than 15m. In order to model this effect an adaptive value has been proposed to raz

taking into account the depth resolution of the stereo sensor. Even though stereo
geometric relationship is known, for this case, we suppose the depth computation as
follows:

z =
fxB

du

(2.42)
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where B is the stereo baseline length, fx is the focal length expressed in units of hor-
izontal pixels and du = ul −ur is the horizontal disparity in pixels. Depth resolution
is computed by using next equation:

∆zi = fxB

(

1

dui

−
1

dui − 1

)

= fxB

(

1

d2
ui − dui

)

(2.43)

According to equations (2.42) and (2.43) the adaptive value of raz for a 3D point
pi = (xi, yi, zi) is given by:

raz = 2∆zi = 2fxB
1

d2
ui − dui

= 2
z2

i

fxB + zi

(2.44)
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Figure 2.26: Dummy sequence. Pixel and subpixel accuracy analysis of the (a) distance of
the dummy to the vehicle and (b) the subtractive clustering density function.

Figure 2.26(b) depicts the subtractive clustering density function for the cases with
pixel and subpixel accuracy respectively, in the dummy sequence. The first conclusion
we can obtain is that the differences in the density function are not relevant between
pixel and subpixel approaches. However in both cases, the density function increases
approximately exponentially with decreasing the distance between the dummy and
the vehicle. When far and near objects would appear simultaneously, far objects
could not be selected since Urel and Umin are fixed. In order to avoid that problem
we propose to use a correction factor fc over the density function values Di, which
is defined as a function of the distance zi. As can be observed in Figure 2.26(b) fc

has to be non linear. We propose to use next expression:

fc(zi) = 6 exp−1

(

zmax − zi

20

)

− 0.7 (2.45)
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Note that fc is only applied when the process is evaluating the termination condition
expressed in equation (2.41) as from the Z coordinate of the clusters, i.e.:

if Urel >
fc(zcl)Dcl

fc(zcl,new)Dcl,new

and fc(zcl,new)Dcl,new > Umin ⇒ new cluster (2.46)

Figure 2.27 is obtained by using exactly the same sequence depicted in Figure 2.26(b),
and it depicts the ideal correction function fc(zi) expressed in equation (2.45), the
actual correction function for the distances measured in the dummy sequence, as well
as the density function values obtained with and without correction. The use of fc

allows to artificially increase the density function values of the far objects, while the
density function values of the near objects are almost not affected.

Figure 2.27: Dummy sequence. Subtractive clustering density function correction as from
the correction factor which is defined as a function of the distance between the clusters and
the vehicle.

.

2.4.4 Candidates analysis

After applying subtractive clustering to a set of input data, each cluster finally rep-
resents a candidate. Pedestrian candidates are then considered as the 2D region of
interest (ROI) defined by the projection in the left image plane of the 3D candidate
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regions. For instance, in Figures 2.28(a) and 2.28(b) the results after applying sub-
tractive clustering and computing the 2D boundaries as from the projection of the
3D points for each cluster are depicted.

(a) (b)

Figure 2.28: (a) Subtractive clustering results in the 3D space. (b) Candidates selection
by computing the 2D boundaries as from the projection of the 3D points in the left image
plane for each cluster.

As it was stated in Section 2.4.3 the third parameter of the radii ra = (rax, ray, raz)
is defined as a function of the depth accuracy. Thus, several cases are corrected
such as the ones where far candidates are split in two parts due to the poor depth
accuracy at those distances. This effect can be observed in Figure 2.29. On the other
hand the second parameter ray is less problematic as long as road points and very
high points had been properly rejected. If we define a too high value for ray, the
density function values will be decreased, but all clusters would be affected in the
same extent. Accordingly this parameter should be defined by taking into account
the parameter Umin = 0.35 of the termination condition. For Umin = 0.35 the second
parameter of the radii is fixed to ray = 100cm. If we use greater values for ray the
subtractive clustering may yield very high candidates as the ones depicted in Figure
2.30.

The most critical parameter of the radii ra is the first one rax. It is necessary to
achieve a trade-off between a minimum value able to be discriminant for pedestrians
volumes, and a maximum value that does not merge very close pedestrians. After
comprehensive experiments this parameter is tuned to a value of rax = 70cm. Several
examples of the clustering results depending on the value of rax are depicted in Figure
2.31.

The 2D projection of the 3D points in the left image plane only assures a good road
contact (contact point between candidates and road) if a good estimation of the pitch
has been previously carried out. In Figure 2.32 two examples with both accurate and
inaccurate pitch estimation are shown. In cases where there were a steep change in
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(a) (b)

(c) (d)

Figure 2.29: (a)(c) Examples with raz = 100cm. Candidates are divided in two parts
due to the depth accuracy ; (b)(d) Corrected examples with adaptive value raz(zi) =
2z2

i /(fxB + zi).
.

(a) (b)

(c) (d)

Figure 2.30: (a)(c) Examples with ray = 150cm. Very high candidates ; (b)(d) Corrected
examples with ray = 100cm.

.
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(a) (b)

(c) (d)

Figure 2.31: (a)(c) Examples with rax = 110cm. Two pedestrians are merged as only one
candidate ; (b)(d) Corrected examples with rax = 70cm.

.

(a) (b)

(c) (d)

Figure 2.32: Contact point between the road and the candidates (a)(c) Inaccurate results
without pitch compensation. (b)(d) Accurate results with pitch compensation.

.
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the pitch angle pitch estimation also allows for correcting depth measures, achieving
more accurate car-to-pedestrian distance and car-to-collision estimated times.

Thanks to the use of the adaptive subtractive clustering technique the amount of
candidates per frame, in average, and their variability are strongly decreased, reduc-
ing the complexity of the later learning tasks. As can be observed in Figure 2.33
the type of candidates yielded by the proposed method have a 3D volume similar to
pedestrians, i.e., trees, lampposts, wastebaskets, traffic lights, fences, containers, the
side of the cars, building fronts, etc.

(a) (b) (c)

(d) (e) (f)

Figure 2.33: Several examples of the types of candidates yielded by the adaptive subtractive
clustering method in urban environments.

2.5 Conclusions

The previous discussion lets us state that the non-dense representation of the envi-
ronment, as from Canny points obtained by using adaptive thresholds as a function of
the gradient magnitude, proves successfully to provide a robust representation which
allows for a correct object segmentation. After the supervised calibration process,
based on the Camera Calibration Toolbox for Matlab, an automatic pitch and height
calibration method has been proposed. Thus an initial estimation of both parameters
is obtained, being available as default values in later stages.

A robust correspondences search algorithm has been proposed, based on ZNCC
matching technique. Even the fact that ZNCC is heavy from a computational point
of view, it allows to do not compensate images for illumination differences. By using
unique maximum criteria, mutual consistency check and minimum disparity selection
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when there were multiple correspondences, a considerable amount of stereo-matching
errors are avoided. Subpixel accuracy improves the stereo depth accuracy. The pro-
posed method for carrying out the triangulation process is projective-invariant.

Two different methods for pitch compensation have been proposed and analyzed.
Both need to use 3D information from the environment. The first one is based on
the use of YOZ projection of the 3D points whereas the second one resides on the
use of the so-called virtual disparity image. Both methods are filtered by means of
a linear Kalman filtering. The use of the virtual disparity image is less sensitive to
reconstruction errors. A correct pitch estimation at each frame is mandatory for a
correct separation between road/objects points.

An adaptive subtractive clustering technique has proved to be robust in order to
detect generic obstacles with volumes similar to pedestrians. This method directly
operates over the non-dense 3D maps. That is not the case of most of the frame-
works which usually work with bi-dimensional information ([Zhao 00], [Franke 00],
[Gavrila 04], [Broggi 03] and [Grubb 04]).

Thanks to the proposed stereo candidate selection method the amount of candi-
dates per frame and the variability are strongly decreased. Thus, low false positive
rates are assured as long as the candidates were visible and distinguishable and at
a distances lower than 30m. In comparison with monocular approaches the stereo
approach allows for lower false positive rates along with lower variability, reducing
the complexity of the later learning tasks.





Chapter 3

Pedestrian detection using SVM

Pedestrian detection is done using Support Vector Machines (SVM) [Vapnik 95],
[Cristianini 00]. The use of SVM in the field of pedestrian recognition has become a
common approach for many researchers in the last years since it was first proposed
in [Oren 97], [Papageorgiou 00] and [Mohan 01]. Traditional training techniques for
classification tasks, such as multilayer perceptrons (MLP) use empirical risk min-
imization and only assure minimum error over the training data set. In contrast,
the SVM machinery uses structural risk minimization which minimizes a bound on
the generalization error and, therefore, should perform better on novel data. In
addition, the SVM decision surface, i.e., the hyperplane that optimally separates
two high-dimensional classes of objects, depends only on the inner product of the
feature vectors. This leads to an important extension since we can replace the Eu-
clidean inner product by a kernel. The use of a kernel is equivalent to mapping
the feature vectors to a higher dimensional space and, thereby, significantly increas-
ing the discriminative power of the classifier. For a more detailed description see
[Christopher 98].

3.1 Training strategy

The first step in the design of the training strategy is to create representative
databases for learning and testing. The training and test sets were manually con-
structed using the TSetBuilder tool [Nuevo 05], developed in our lab. The following
considerations must be taken into account when creating the training and test sets.

• The ratio between positive and negative samples has to be set to an appropriate
value. A very large number of positive samples in the training set may lead to
a high percentage of false positive detections during on-line classification. On
the contrary, a very large number of negative samples produces misslearning.

59
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A trade-off of 1 positive sample for every 2 negative samples was initially cho-
sen in our application and compared to the 1/1 option. Although the results
attained after experiments do not exhibit a dramatic difference in performance,
a slightly superior behavior is obtained by using training sets following the 1/2
positive/negative ratio. Accordingly, the rest of the experiments were carried
out using that ratio between the number of positive and negative samples.

• The size of the database is a crucial factor to take care of. As long as the training
data represent the problem well, the larger the size of the training set the
better for generalization purposes. Nonetheless, the value of the regularization
coefficient C [Christopher 98] is important since this parameter controls the
degree of overlearning. Thus, a small value of C allows a large separation
margin between classes, reducing overlearning and improving generalization.
In this work, a value C=1.0 has been used after extensive trials. This value
can be considered as a small one. The dimension of the database has to be
accordingly designed in order to achieve real generalization.

• The quality of negative samples has a strong effect in the detection rate. Sam-
ples that are too easy to learn are not good for generalization. Quite the oppo-
site, complicate samples are needed to achieve fine grain separation as indicated
in [Shashua 04]. Negative samples belonging to the ground or the sky, for in-
stance, do not greatly contribute to achieving a refined classifier, as long as the
problem of class separation becomes an easy task under those circumstances.
Negative samples have to be properly selected so as to account for ambiguous
objects, such as poles, trees, advertisements, and the like. Only by following
this strategy when creating the training sets a really powerful classifier can be
achieved in practice.

• A sufficiently representative test set must be created for verification. The con-
tent of the test set has similar characteristics to those of the training sets in
terms of variability, ratio of positive/negative samples, and quality of negative
samples.

A detailed observation of the classifier operation in practice suggests the subdivision
of the classification task into several, more tractable learning sets according to dif-
ferent practical considerations. A major issue is the effect of illumination conditions.
It is clear that daytime and nighttime samples must be compulsorily separated in
order to create multiple specialized classifiers. The nighttime classifier can be rea-
sonably expected to operate correctly only in very short distances (bellow 6-8 m)
for non-illuminated areas, where pedestrians can be appropriately illuminated by the
car beams (infrared images would be needed in order to achieve long range detec-
tion). Nonetheless, nighttime pedestrian detection can be done up to 15-20 m in
illuminated areas.

The separation between day and night specialized classifiers may not be enough
to cover the most significant cases of pedestrians variability. In fact, as observed
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in practice, the effect of depth is determinant. SVM classifiers tend to produce
different outputs depending on the original candidate size in the image plane, in
spite of the re-scaling stage that is executed prior to classification. The appearance
of normalized candidates itself is quite different depending on the distance between
the pedestrian and the cameras. Shapes and edges are not so neatly distinguished
when pedestrians are beyond 12-15 m from the cameras. Accordingly, the effect of
depth suggests the development of specialized SVM classifiers at daytime. Albeit
several subdivisions could be done for very short, short, medium, long, and very
long range, two specialized classifiers for short and long range detection have been
considered to be enough in practice. The threshold between short and long range
has been empirically set to 12 m.

The effect of pose must also be taken into account as a significant source of variability
in pedestrians appearance. Most pedestrians appear standing in the surrounding of
the vehicle, either walking or simply in a stationary position. The differences between
walking and stationary pedestrians are clear. There are even some remarkable dif-
ferences between pedestrians moving laterally, with regard to the vehicle trajectory,
and those moving longitudinally. Pedestrians intersecting the vehicle trajectory from
the sideways are usually easier to recognize since their legs are clearly visible and
distinguishable. In fact, some authors have proposed two separate SVM classifiers
according to this statement [Grubb 04]. A more complicated case occurs when a
pedestrian crouches or bends down.

The appearance of pedestrians in those cases is dramatically different from that of
standing pedestrians. Changes due to different clothing also contribute to further
complexity in the variability problem. Thus, large skirts and coats make pedestrians
look very different from those in trousers and suits. Likewise, pedestrians bringing
trolleys or bags make the recognition problem even more difficult. Had it not been
enough, pedestrians legs are not always visible in the image, specially when pedes-
trians are very close to the vehicle. This is a critical case of great importance for
pre-crash protection systems (active hood, pedestrian protection airbag, etc.).

In order to handle all these variability cases, we have created separate training sets
intended to perform pedestrians learning in short and long range, respectively, at
daytime and nighttime. Four training sets were built for this purpose containing a
number of negative samples that doubles the number of positive ones: a training set of
9.000 daytime long-range samples, denoted by DL, a training set with 15.000 daytime
short-range samples, denoted by DS, a third training set containing 6.000 nighttime
samples, denoted by N, and a global training set containing the concatenation of all
samples in DL and DS (24.000 samples), denoted by G. Similarly, four test sets were
created and denoted by TDS (test set for daytime short-range, 5.505 samples), TDL
(test set for daytime long-range, 4.320 samples), TN (test set for nighttime, 3.225
samples), and TG (global test set composed by the concatenation of TDS and TDL,
9.825 samples), respectively. Variability due to pose, clothing, and other artifacts is
handled by creating adequate training databases containing as many representative
cases as possible. In this stage, pedestrians in different pose (standing, walking,
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ducked) and clothing (coats, skirts, etc) are included in the database, as well as
pedestrians with handbags and other artifacts. In total, the training sets contain up
to 30.000 samples, while the test sets amount up to 13.050 samples.In Table 3.1 a
detailed description of the different training and test data sets is depicted.

Train DB # Samples Illumination Range Pos/Neg Ratio

DS 15.000 daytime short 1/2
DL 9.000 daytime long 1/2
G 24.000 daytime short & long 1/2
N 6.000 nighttime short & long 1/2
F 3.000 daytime short & long 1/2
B 2.000 daytime short & long 1/2

Test DB # Samples Illumination Range Pos/Neg Ratio

TDS 5.505 daytime short 1/2
TDL 4.320 daytime long 1/2
TG 9.825 daytime short & long 1/2
TN 3.225 nighttime short & long 1/2
TB 1.000 daytime short & long 1/2

Table 3.1: Number of samples, nomenclature, positive/negative ratio, illumination condi-
tions and range for all the training and test data sets used throughout this Section.

With the purpose of showing the influence of the bounding box accuracy in the
global performance of the classifier two training data set was specifically devised: a
subdivision of G of 3.000 samples, denoted by F, and a new training data set of 2000
badly bounded candidates, denoted by B. In addition a test set containing 1000 badly
bounded samples, denoted by TB, was created to study the bounding box effect.

The quality of the classification system is mainly measured by means of the detec-
tion rate (DR) and false positive rate (FPR) ratio (see contingency table in Figure
3.1). These two indicators are graphically bounded together in a Receiver Operating
Characteristic (ROC) and can be computed as follows:

DR =
TP

P
=

TP

TP + FN
; FPR =

FP

N
=

FP

FP + TN
(3.1)

The selection of the FPR value has been made to show performance in representative
points where differences between curves can be optimally appreciated. FPR must
be a value for which DR exhibits an acceptable value. This leads to selecting 5% in
some cases or 10% in others. For cases in which 10% has been chosen, a value of
5% would not make sense since DR would be a really poor value in those conditions.
In addition, FPR has been chosen as a value from which practically no cross points
occur among the ROC curves of the different features. This means that a curve that
is better than another at a given FPRi remains better for almost all FPR values
greater than the given FPRi , as can be observed in the Figures provided in this
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Figure 3.1: Contingency table for binary classification.

section. Accordingly, different FPR values have been selected for different types of
tests in order to provide meaningful comparisons.

3.2 Classifier structure

A two-stage classifier is proposed in order to cope with the components-based ap-
proach, as depicted in Figure 3.2. In the first stage of the classifier, features computed
over each individual fixed sub-region are fed to the input of individual SVM classi-
fiers. Thus, there are 6 individual SVM classifiers corresponding to the 6 candidate
sub-regions. These individual classifiers are specialized in recognizing separate body
parts corresponding to the pre-specified candidate sub-regions. It must be clearly
stated that no matching of parts is carried out. Instead, each individual SVM is fed
with features computed over its corresponding candidate sub-region, and provides an
output that indicates whether the analysed sub-region corresponds to a pedestrian
part (+1, in theory) or not (-1, in theory). The training set is supposed to contain
enough number of pedestrian samples in different poses so as to provide the vari-
ability needed by the components-based approach to operate properly. For example,
let us consider the case of a pedestrian crossing the street laterally. The fixed sub-
regions assigned to the candidate arms will most likely not contain any pedestrian’s
arm in some frames, since arms are occluded to the camera or are located in the
same sub-region where the torso is, when a pedestrian is walking laterally. However,
classification is still possible based on the pedestrian’s head and legs. This state-
ments constitute the main rationale for supporting the use of a components-based
classifier.

In the second stage of the classifier, outputs provided by the 6 individual SVMs are
combined (see Figure 3.2). Two different methods have been tested to carry out this
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Figure 3.2: Outline of the two stage classifier.

operation. The first method implements what we denote as simple-distance criterion.
A simple addition is computed, as indicated in next equation:

Sdistance−based =

6
∑

i=1

Si (3.2)

where Si represents the output of the SVM corresponding to sub-region i. In theory,
sub-regions corresponding to non-pedestrians or missing parts should contribute with
negative values to Sdistance−based. Likewise, sub-regions corresponding to pedestrians
parts should contribute with positive values to the final sum. A threshold value TSV M

is then established in order to perform candidates classification. This threshold
is parametrized for producing the Receiver Operating Characteristic (ROC). The
difference between pedestrians and non-pedestrians is set depending on the distance
between TSV M and Sdistance−based. Thus, if Sdistancebased is greater than TSV M the
candidate is considered as pedestrian. Otherwise, it is regarded as non-pedestrian.
This simple mechanism is what we denote as distance-based criterion which can be
summarized as follows:

{

if Sdistance−based ≥ TSV M ⇒ pedestrian
else if Sdistance−based < TSV M ⇒ non-pedestrian

(3.3)

The second method that has been tested to implement the second stage of the clas-
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sifier relies on the use of another SVM classifier. A second-stage SVM merges the
outputs of the 6 individual first-stage SVM classifiers and provides a single output
representing the candidate classification result. The resulting global structure is de-
noted as 2-stage SVM classifier. Obviously, the second-stage SVM classifier has to
be trained with supervised data. The training set for the second-stage SVM classifier
has been built as follows. First, the 6 individual first-stage SVM classifiers are prop-
erly trained using training set DS (containing 15.000 samples), in which the desired
outputs (pedestrian or non-pedestrian) are set in a supervised way. Then, a new
training set is created by taking as inputs the outputs produced by the 6 already
trained first-stage SVM classifiers (in theory, between -1 and +1) after applying the
15.000 samples contained in DS, and taking as outputs the supervised outputs of DS.
The test set for the second-stage SVM classifier is created in a similar way, using test
set TDS (containing 5.505 samples).

3.3 Features extraction methods

The choice of the most appropriate features for pedestrian characterization remains
a challenging problem nowadays, since recognition performance depends crucially on
the features that are used to represent pedestrians. In a first intuitive approach,
some features seem to be more suitable than others for representing certain parts of
human body. Thus, legs and arms are long elements that tend to produce straight
lines in the image, while the torso and head are completely different parts, not
so easy to recognize. This statement, although based on intuition, suggests the
combination of several feature extraction methods for the different sub-regions into
which a candidate is divided. Accordingly, we have tested a set of 8 different feature
extraction methods. The selection of features was made based on intuition, previous
work carried out by other authors, and our own previous work on other applications.
The proposed features are briefly described in the following lines.

• Canny image: the Canny edge detector [Canny 86] computes image gradient,
highlighting regions with high spacial derivatives. It is known to many as the
optimal edge detector. The computations of edges significantly reduces the
amount of data that needs to be managed and filters out useless information
while preserving shape properties in the image. The result obtained after ap-
plying a Canny filter to the region of interest is directly applied to the input of
the classifier. The Canny-based features vector is the same size as the candidate
image, i.e., wROI × hROI .

• Haar Wavelets: originally proposed for pedestrian recognition in [Oren 97] and
[Papageorgiou 00]. There are four components with a size of (wROI × hROI)/4
each one. This yields a features vector of wROI × hROI .

• Gradient magnitude and orientation: the magnitude of the spatial derivatives,
gx and gy are computed for all pixels in the image plane after using Sobel
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operator [Sobel 68]. After that, orientation is calculated as θ = arctan(gx, gy).
The resulting features vector has twice the size of the candidate image, i.e., the
vector has 2 × wROI × hROI elements.

• Coocurrence matrix: the coocurrence is specified as a matrix of relative fre-
quencies Pi,j with which two neighbouring pixels, separated by distance d at
orientation θ, co-occur in the image, one with gray level i and the other with
gray level j [Haralick 79]. The coocurrence matrix is computed over the Canny
image. Resulting matrices are symmetric and can be normalized by dividing
each entry in a matrix by the number of neighboring pixels used in the matrix
computation. In our approach we propose a distance of 1 pixel and 4 different
coocurrence matrices for the following orientations (bins): (0◦, 45◦, 90◦, 135◦).
The resulting size of the feature vector is 4 × 2 × 2 = 16, which implies to
manage a feature extraction method that does not depend on the image size.

• Histogram of intensity differences: the relative frequencies of intensity dif-
ferences are computed between neighbouring pixels along 4 orientations over
a normalized image of 128 gray levels. This generates a features vector of
4 × 128 = 512 which is also independent on the image size.

• Texture unit number (NTU): the local texture information for a pixel can be
extracted from a neighbourhood of 3 × 3 pixels, that represents the smallest
complete unit of texture. The corresponding texture unit is computed by com-
paring the pixel under study with his 8 neighboring pixels [Wang 90]. The NTU
process generates a features vector with the same size as the candidate image,
i.e., a features vector of wROI × hROI elements.

• Histograms of oriented gradients locally normalized (HOG): this method has
been successfully applied for pedestrian detection in [Dalal 05]. The aim of
this method is to describe an image by a set of local histograms which count
occurrences of gradient orientation in a local part of the image. The image is
split into cells. For each cell we compute histogram of gradients by accumu-
lating votes into bins for each orientation. The normalization is done among a
group of cells, which is referred to as a block. The final descriptor is built by
concatenating all histograms into a single vector. The vector dimension compu-
tation is more complex: let (wROI , hROI), (wCELL, hCELL) y (wBLOCK , hBLOCK)
represent the size of the image, cells and blocks, respectively. Then:



























CIr = wROI/wCELL ⇒ # cells per row
CIc = hROI/hCELL ⇒ # cells per column
CBr = wROI/wCELL ⇒ # blocks per row
CBc = hROI/hCELL ⇒ # blocks per column

DBr = CIr − CBr + 1 ⇒ # overlapped blocks per row
DBc = CIc − CBc + 1 ⇒ # overlapped blocks per column

(3.4)

The final feature vector dimension is computed by DBr×DBc×CBr×CBc×b,
where b is the number of bins per histogram.
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• Histogram of gradient orientations (HON): the idea of HON descriptor is based
on the HOG features. The gradient image is considered. Orientation is dis-
cretized to 20 bins (corresponding to an accuracy of 18◦. Only pixels in the
gradient image exhibiting a magnitude greater than some threshold (10) are
considered. For those pixels, the values of gradient are accumulated in a 20-
bins histogram. There is not cells distribution neither blocks normalization.
Thus, the resulting features vector has 20 elements.

For better invariance to illumination and shadowing, all feature vectors are normal-
ized. The main advantage of scaling is to avoid attributes in greater numeric ranges
dominate those in smaller numeric ranges. Another advantage is to avoid numerical
difficulties during the calculation since large attribute values might cause numerical
problems. As we use the library LIBSVM [Chang 01] for implementing SVM, we use
the recommended range [−1, +1] for linearly scaling each attribute.

3.4 Optimal kernel selection

An optimal kernel selection for SVM-based pedestrian classification has been carried
out between polynomial, radial basis function (RBF) and sigmoid kernels. Linear
kernel does not achieve a solution on the problem since it is a non linear problem.
A training data set of 10.000 samples has been created by using a subdivision from
DS. The test data set, with a total amount of 3670 samples, has been also performed
by using a subdivision of TDS.

Figure 3.3: ROC curves for (a) polynomial, (b) radial basis function (RBF) and (c) sigmoid
kernels.

As can be observed in Figure 3.3 only RBF kernel guarantees a reasonable solution
for all the feature extraction methods. Polynomial kernel is not able to satisfacto-
rily model the learning problem for Haar Wavelet and NTU descriptors, which also
happens with the Canny features with sigmoid kernel. Even the fact that some de-
scriptors perform slightly better with other kernels (for instance, the combination of
HON descriptors with the polynomial kernel yields 98% of DR versus 95% of DR
in case of the RBF kernel) we conclude that the optimal performance for almost all
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the feature extraction methods is achieved by using the radial basis function RBF
kernel.

3.5 Holistic vs components-based

There are some important aspects that need to be addressed when constructing a
classifier, such as the global classification structure and the use of single or multiple
cascaded classifiers. These issued are strongly connected to the way features are
extracted. The first decision to make implies the development of a holistic classifier
against a components-based approach. In the first option, features are extracted
from the complete candidate described by a bounding box in the image plane. The
components-based approach suggests the division of the candidate body into several
parts over which features are computed. Each pedestrian body part is then inde-
pendently learnt by a specialized classifier in a first learning stage. The outputs
provided by individual classifiers, corresponding to individual body parts, can be
integrated in a second stage that provides the final classification output. In sec-
tion 3.2, two possible methods for developing a second stage classifier are described.
As long as a sufficient number of body parts or limbs are visible in the image, the
components-based approach can still manage to provide correct classification results.
This allows for detecting partially occluded pedestrians whenever the contributions
of the pedestrian visible parts are reliable enough to compensate for the missing ones.

(a) (b)

Figure 3.4: (a) Decomposition of a candidate region of interest into 6 sub-regions (b)
Sub-regions examples in a set of images.

By using independent classifiers for each body part the learning process is simplified,
due to the fact that a single classifier has only to learn individual features of local
regions in certain conditions. Otherwise, it would be unrealistic to expect an ac-
ceptable learning result using a holistic approach, for the appearance of pedestrians
in the scene presents a high intraclass variability (due to lateral and longitudinal



3.5. Holistic vs components-based 69

movements, different shapes, pose, clothing, etc). After extensive trials, we propose
a total of 6 different sub-regions for each candidate region of interest, which has
been re-scaled to a size of 24×72 pixels. This solution constitutes a trade-off be-
tween exhaustive sub-region decomposition and the holistic approach. The optimal
location of the six sub-regions, empirically achieved after hundred of trials, has been
chosen in an attempt to detect coherent pedestrian features, as depicted in Figure
3.4. Thus, the first sub-region is located in the zone where the head would be. The
arms and legs are covered by the second, third, fourth, and fifth regions, respectively.
An additional region is defined between the legs, covering an area that provides rel-
evant information about the pedestrian pose. This sub-region is particularly useful
to recognize stationary pedestrians.

A first comparison is made in order to state the best performing approach among
the holistic and components-based options. For this purpose, both the holistic and
components-based classifiers were trained and tested using the same set. In partic-
ular, the training and test sets were designed to contain 10.000 and 3.670 samples,
respectively. These sets were created as subsets of DS and TDS (the same data sets
used in Section 3.4). All samples were acquired in daytime conditions.

Figure 3.5: ROC curves. (a) Holistic approach. (b) Components-based approach.

As depicted in Figure 3.5, the performance of the holistic approach for all feature
extraction methods is largely improved in the components-based approach. In the
components-based approach, the outputs of the 6 SVMs corresponding to the 6
candidate sub-regions are combined in a simple-distance classifier, as explained in
Section 3.2. Almost every feature extraction method produces an acceptable result
in the components-based approach, where the Detection Rate (DR) is between 80%
(Haar Wavelet) and 99% (Canny image) at a False Positive Rate (FPR) of 5% for all
feature extraction methods. The DR ranges are lesser in the holistic classifier: 48%
(NTU), 56% (coocurrence over Canny), 61% (Haar Wavelet), up to a 95% (Canny
image), at a FPR of 5%. This shows that breaking the pedestrian into smaller pieces
and specifically training the SVM for these pieces reduces the variability and lets
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the SVM generalize the models much better. It can then be stated, as previously
agreed by other researchers [Papageorgiou 00], [Mohan 01], that the components-
based approach clearly outperforms the global classifier.

3.6 Combination of optimal features

In theory, the best performing feature extractor method should be selected in order
to implement the final detection system. However, a detailed observation of partial
results reveals that some feature extraction methods prove to be more discriminant
than others for certain sub-regions, as depicted in Figure 3.6, where the same training
and test data sets applied in Sections 3.4 and 3.5 have been also used in this Section.
Thus, NTU and Histogram of intensity differences perform the best for head and
arms, while HON, Canny, and Histogram of intensity differences seem to perform
the best for legs. Similarly, the area between-the-legs is best recognized by NTU.
There seems then to be an optimal feature extraction method for each candidate
sub-region.

Figure 3.6: ROC curves. (a) Head. (b) Left arm. (c) Right arm. (d) Left leg. (e) Right
leg. (f) Between-the-legs.

Accordingly, each candidate sub-region will be learnt separately by an independent
classifier. The input to the classifier associated to a given sub-region will be the
features vector corresponding to the best performing method for such sub-region.
The fine-grain selection of optimal feature extraction methods has been carried out
as described next. First, the 3 best performing methods have been selected for each
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subregion. Then, the performance difference among the 3 selected feature extraction
methods has been evaluated. If there is a method that clearly outperforms the rest of
methods it is selected as the optimal method for the sub-region under consideration.
Otherwise, a decision is made considering other aspects such as the features vector
size. In such a case, the 2 feature extraction methods yielding a smaller vector size
are chosen among the 3 best performing ones. According to these parameters, a
pre-selection of features is made, with the following result: head - NTU; arms - NTU
and Histogram of intensity differences ; legs - HON and Canny; between-the-legs
- NTU. An iterative process is started to test the 4 possible combinations using
the previously mentioned pre-selected feature extraction methods. The comparison
among the results achieved in the 4 experiments yields the final combination of
features used in this work: head-NTU, arms-Histogram of intensity differences, legs-
HON, between-the-legs-NTU.

The combined used of optimal features leads to a clear increase in the overall classifier
performance with regard to individual feature extractors, as depicted in Figure 3.7,
where a DR of 99.1% is achieved for a FPR of 2%. These results improve the
performance of Canny’s detector, which is the best performing feature extractor (in
the conditions of the experiment conducted and described in section 3.5), exhibiting a
DR of 95% at a FPR of 2%. The optimal combination of feature extraction methods
eases the learning stage, making the classifier less sensitive to pedestrian variability.
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Figure 3.7: ROC curves. Comparison between features combination and Canny’s extractor.

3.7 Analysis of the Second-stage Classifier

Another comparison has been studied in order to analyze the influence of the second-
stage classifier that combines the information delivered by the six specifically trained
SVM models. In a first approach, we have used a simple distance criterion (i.e. dis-
tance to the hyperplane separating pedestrians from non-pedestrians) that computes
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the addition of the 6 first-stage SVM outputs and then decides the classification by
setting a threshold. Another option has been tested by training a two-stage SVM
(2-SVM). Once again, the same training and test sets as in Sections 3.4, 3.5 and
3.6 were used in this experiment. The results achieved up to date show that the
simple-distance criterion clearly outperforms the 2-SVM classifier, as depicted in
Figure 3.8 where a comparison between the both methods is shown when optimal
feature extraction methods are applied (see Section 3.6). Thus, the simple-distance
classifier exhibits a DR of 99.1% at FPR = 2%, while the performance of 2-SVM
classifier is DR = 30% for the same FPR = 2%. As a consequence of this, the
combined use of components-based optimal feature extracion methods in a second
distance-based classifier is proposed as a reliable, sufficient solution for single frame
pedestrian classification.
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Figure 3.8: ROC curves. Comparison between simple-distance classifier and two-stage
SVM.

3.8 Effect of illumination conditions

The need of separate training sets for day and night is analyzed in this section.
Nighttime samples were acquired only in illuminated urban and non urban environ-
ments, where pedestrian detection remains feasible under distances between 15-20
m. Non-illuminated areas have not been considered in this analysis since pedestrian
detection would not be possible beyond a few meters (6-8 m), and infrared cameras
should be needed.

A SVM classifier was trained using set G (containing all daytime samples) and tested
using set TN. Next, a different SVM classifier was trained using set N (nighttime
samples) and tested using the same set TN. The purpose of this experiment is to
analyse the performance of nighttime classification using a global daytime classifier.
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The observation of Figure 3.9(a) reveals that nighttime pedestrian detection exhibits
a high performance when training is carried out using a database containing nighttime
samples. Thus, the DR is between 74% (Haar Wavelet) to 94% (Gradient magnitude
and orientation) for all feature extraction methods at a FPR of 10%. Figure 3.9(b)
shows that nighttime pedestrian detection is not accurate when training is carried
out using daytime samples (DR is between 11% for the Histogram of intensity differ-
ences to 42% for Gradient magnitude and orientation at a FPR of 10%). In such a
case, only two of the proposed feature extraction methods (NTU and HOG) exhibit
acceptable operation, which can be explained by the strong normalization process
carried out by both methods. Nevertheless, in a first approach, our conclusion is that
separate training sets for daytime and nighttime is definitely advisable for optimal
classification. Illumination conditions are too different between day and night, mak-
ing difficult to maintain the same training set and the same classifier for all cases,
since generalization becomes a really complex problem.

Figure 3.9: ROC curves for nighttime pedestrian detection. (a) Classification of nighttime
test samples using training set N (nighttime samples). (b) Classification of nighttime test
samples using training set G (daytime samples).

3.9 Effect of the distance and candidate size

The need of separate training sets depending on the different candidate size is ana-
lyzed in this section. The separation between short-distance and long-distance pedes-
trian detection has been empirically set to 12 m. Three different SVM classifiers were
trained using sets DS, DL and G, respectively. The trained classifiers were tested
against sets TDS and TDL. The purpose of this experiment is to test the necessity
or convenience of training separate classifiers for short and long range at daytime.

In a first step all three classifiers were tested using TDS in order to demonstrate the
influence of specialized classifiers in daytime short-range classification. The results
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are illustrated in Figure 3.10(a). In a second step, the test is repeated using this time
TDL so as to check how daytime long-range classification gets affected by learning
specialization. Figure 3.10(b) shows the results of this experiment. In both cases,
the tests are executed using the optimal combination of features described in Section
3.6.

Figure 3.10: ROC curves for daytime pedestrian detection. (a) Pedestrian detection at
short distance (≤ 12m). (b) Pedestrian detection at long distance (≥ 12m).

As can be observed in Figure 3.10(a), the classifier specialized in short-distance
pedestrians exhibits only a bit better performance than the rest. Thus, the detection
rate for DS-based classifier (SVM classifier trained using set DS) is higher than the
detection rate for G-based classifier for a False Positive Rate (FPR) bellow 2%, while
the G-based classifier performs better for FPR greater than 2%. Similarly, the re-
sults depicted in Figure 3.10(b) show that the G-based classifier clearly outperforms
the rest of classifiers for long-distance pedestrian detection. Despite the fact that
short-distance pedestrian detection is slightly improved by using separate training
sets, our conclusion, contrary to the initial intuition, is that a single SVM classifier
trained with a single database containing all types of pedestrians at short and long
distance proves to be more effective than separate classifiers for short and long dis-
tance, respectively. Let us state clear that this statement remains applicable only
for daytime pedestrian detection.

3.10 Effect of bounding box accuracy

The accuracy exhibited in bounding candidates is limited for all the possible can-
didate selection methods. Although this topic is usually not considered by most
authors, we have state its importance. In [Shashua 04] a monocular attention mech-
anism generates up to 75 windows per frame which are fed to the classifier as potential
pedestrians. Their training data set contains a large amount of samples, whose neg-
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atives were automatically generated using their attention mechanism. It means, as
they say, that the negatives are not randomly generated. We want to stress that not
only the negatives samples should be generated by the attention method, but also
the positive samples, in order to enhance the single frame performance.

As we saw in Chapter 2 the candidate selection method yields generic obstacles with
a 3D shape similar to pedestrians. The 2D candidates are selected by projecting
the 3D points over the left image and computing the box that bounds these points.
Two bounding box boundaries are defined, one for maximum width and height, and
one for minimum ones, taking into account people taller than 2 m and kids with a
height lower than 1 m. The 3D candidate position is always known thanks to the
stereo candidate selection approach (subtractive clustering) whose outputs are the 3D
cluster center coordinates, but the 2D bounding box could not be perfectly fixed due
to several effects: body parts which are partially occluded or camouflaged with the
background, 3D close objects which have been subtracted along with a pedestrian (for
example, pedestrians beside traffic signals, trees, cars, etc.), low contrast pedestrians
defined with a few number of 3D points, etc. These badly bounded pedestrians will be
classified as non pedestrians if the positives samples used to train the classifier were
well-fitted. Figure 3.11 depicts some examples of bad-fitted candidates. Note that
this problem also appears with 2D candidate selection mechanisms [Shashua 04],
[Mohan 01] with the main drawback of losing the actual pedestrian depth due to
monocular constraints.

Figure 3.11: Some bad-fitted candidates.

Two strategies are proposed to solve the “badly bounded effect” and both of them
need to know the 3D pedestrian depth without monocular lacks. Both strategies are
described in the following sections.

3.10.1 Off-line study of the bounding box effect

This approach consists in training the classifier with also bad-fitted pedestrians in
an attempt of absorbing the extra information due to larger bounding boxes and the
loss of information due to smaller ones. In other words, training the classifier with
the positive samples yielded by the candidate selection method. For that purpose, it
is necessary to execute the candidate selection process with an off-line validation to
distinguish pedestrians from non-pedestrians. In [Shashua 04] and [Mohan 01] the
same procedure is only applied for non-pedestrian samples.
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With the purpose of showing the influence of the bounding box accuracy in the
global performance, we devised an experiment in which a SVM classifier was off-line
trained using a training set F of 3000 well fitted or tightly bounded candidates (i.e.,
the bounding box of candidates fits the real position of the corresponding pedestrians
in the image), while a different SVM classifier was off-line trained using a training set
B containing 2000 badly bounded candidates. Next, the system is evaluated using
a test set TB containing 1000 off-line badly bounded candidates. Figure 3.12(a)
depicts the performance obtained after testing a set of badly bounded samples using
a classifier trained on badly bounded samples. Figure 3.12(b) shows the performance
obtained after testing a set of badly bounded samples using a classifier trained on
well fitted ones.

Figure 3.12: Off-line Receiver Operating Characteristic (ROC) for bounding box accu-
racy. Classification of badly bounded samples (TB) using (a) training set containing badly
bounded samples (B) and (b) using training set containing only well-fitted samples (F).

Practical results show that the performance of every feature extraction method has
a remarkable decrease when no badly bounded samples are used for the training
process. In Figure 3.12(b) most of the methods exhibit much worse figures as long as
none of the proposed extractors succeeds in providing a detection rate (DR) above
89% (for the case of HON, which is the best performing one) at a false positive rate
(FPR) of 5%. Therefore it is clear that every feature extraction method reduce their
performance when the selected candidates are not exactly bounded as the candidates
used in the training step, which demonstrates that not only the negatives samples
should be generated with the attention mechanism, but also the positive samples in
order to enhance the single frame performance.

3.10.2 Multicandidate (MC) generation

By using a well-fitted trained classifier, we propose to perform a multi-candidate
generation for every extracted candidate, trying to hit the target and add redundancy.
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Three window sizes are defined: the one generated by the candidate selection method,
a 20% oversized window and a −20% downsized one as can be observed in Figure
3.13(a). These three windows are moved 5 pixels for each direction: top, down, left
and right (see Figure 3.13(b)). Thus a total of 15 candidates are generated as we can
see in Figure 3.13(c).

(a) (b) (c)

Figure 3.13: Multicandidate (MC) generation approach: (a)Oversized and downsized win-
dows ; (b) Spatial centers for each window ; (c) 15 candidates generated.

The multi-candidate strategy yields a pedestrian when more than a predefined amount
of candidates have been classified as pedestrians. Let Si represents the classifier error
Sdistance−based for each one of the 15 candidates (i = 1, . . . , 15). Then:

{

if Si ≥ TSV M ⇒ Di = 1
else if Si < TSV M ⇒ Di = 0

(3.5)

The final result will be defined by the addition of Di, i.e.:

ROUT =
15
∑

i=1

Di (3.6)

Specifically, the multicandidate approach yields a pedestrian when more than 5 can-
didates have been classified as pedestrians. This number has been defined after
comprehensive experiments. Then:

{

if ROUT ≥ 5 ⇒ pedestrian
else if ROUT < 5 ⇒ non-pedestrian

(3.7)

On average the candidate selection mechanism generates 6 windows per frame, which
yields a total of 90 candidates per frame, after the multi-candidate process. In case
the attention mechanism generated more generic candidates per frame this approach
would become impractical.
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3.11 Tracking and multiframe validation

Each candidate is tracked by using a linear Kalman filter. Thus a softer spatial
estimation is achieved. It is necessary to define a method to associate the data at
the current time ti with the data at time ti−1. Finally a multiframe validation process
has to be defined in order to provide an estimate of pedestrian detection certainty
over time. These three steps are summarizing in the following sections.

3.11.1 Tracking by means of a Kalman filter

Spatial estimates of the detected pedestrians are given by a linear Kalman filter.
Tracking is done in 3D space. The state vector is composed of next elements:

~sk
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k
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where i and k represents the frame and the number of candidate respectively. This
vector contains the 3D pedestrian position (xk

i , y
k
i , z

k
i ) (indeed, the position of the

mass center), the pedestrian width (wk
i ) and height (hk

i ), the 3D relative velocity
between the car and the target pedestrian (ẋk
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i , ż

k
i ) and the 1D relative velocity of

the width of the pedestrian (ẇk
i ). The model equations are defined as follows:
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+ ~wi (3.9)

where ∆t is the sampling period, and ~wi is the noise vector related to the system
dynamics. The measurement vector is defined by the 3D pedestrian position, the
pedestrian width and the pedestrian height, i.e.:

~mk
i = {xk

i , y
k
i , z

k
i , wk

i , h
k
i }

T (3.10)

The measurement equation that relates the measurement vector mk
i as a function of

the state of the system sk
i is then given the following expression:
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+ ~vk (3.11)

where ~vk represents the noise vector related to the accuracy of the measurements. The
noise vector related to the system ~wk and the noise vector related to the measurements
~vk are mutually independent and they are defined as white noise with zero mean,
and normal distributions (~wk ∼ N(0, Q) and ~vk ∼ N(0, R)).

3.11.2 Data association by means of Mahalanobis distance and ZNCC
matching

The fundamental problem of target tracking is measurement association. Data asso-
ciation techniques assign a probability for each one of the N measurement selected
at frame ti and use these probabilities to weight these measurements for update the
M candidates at frame ti−1. We propose the use of a merge function based on two
indicators. The firs one is founded on the Mahalanobis distance [Mahalanobis 36]
between the prediction of the state s̄k

i (only the first five elements) and the measure-
ment vector ml

i at a frame ti, i.e.:

dMkl
= exp

(

−
1

2
(s̄k

i − ml
i)

T C−1(s̄k
i − ml

i)

)

(3.12)

where C is the covariance matrix which is defined by next expression:

C =
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(3.13)

Variances are defined according to the pedestrian and vehicle dynamics, as well as
depth accuracy of the stereo system and pitch angle variations. Correspondingly we
define σx = σw = rax/2 and σh = ray/4. The z component is defined as from the
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same adaptive value used for subtractive clustering, i.e., σz = raz = 2z2
i /(fxB + zi).

Finally y variance is defined according to ray and pitch variations. Let ∆α = αi−αi−1

represents the pitch variation between two consecutive frames. Then σy = ray/8 +
Zitan(∆α).

Along with the Mahalanobis distance we propose the use of box areal overlapping,
that is, matching regions of interest of candidate k with the measurement l. In order
to get the box that bounds the candidate k at frame ti the state prediction s̄k

i is used.
Both regions of interest are resized to a fixed size of 24 × 72. Then the Zero mean
Normalized Cross Correlation (ZNCC) is computed for the center point (12,36) as
follows:
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(3.14)

where A and B are defined by the following equations:

A = (Is̄k
i
(12 + i, 36 + j) − Is̄k

i
) (3.15)

B = (Iml
i
(12 + i, 36 + j) − Iml

i
) (3.16)

where Is̄k
i
(u, v), Iml

i
(u, v) are the gray level intensity of pixel (u, v) in both candidate

region of interest and measurement region of interest, respectively, and Is̄k
i
, Iml

i
are

the intensity average for those points in both ROIs.

In order to get the final probability of associating candidate k with measurement l
both elements are linearly combined according to next equation:

dkl = ηdMkl
+ (1 − η)dZNCCkl

(3.17)

In practice we have noted that Mahalanobis distance is more reliable than the ZNCC
matching because of the loss of information due to resizing. Then we have defined
η =0.6. The distance dkl is normalized by default, so that, it can be observed as a
probability value. In order to associate a candidate with a measurement a minimum
of 0.7 has to be meet. All the distances between candidates and measurements are
computed and stored in a table like the one depicted in Table 3.2. The process can be
summarized as follows: the maximum distances are looked for each row and column,
only when dkl ≥ 0.7, each measurement is then assigned with each candidate, new
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candidates are generated as from non-matching measurements, and old candidates
with no matching measurement are erased. This process is carried out for the three
possible cases: (i) M = N , (ii) M > N and (iii) M < N .

H
H

H
H

HH
ti−1

ti 1 2 . . . N

1 d11 d12 . . . d1N

2 d21 d22 . . . d2N

. . . . . . . . . . . . . . .
M dM1 dM2 . . . dMN

Table 3.2: Global matching between measurements (N) at the current frame ti and candi-
dates (M)at the last frame ti−1.

3.11.3 Probabilistic multiframe validation

Multi-frame validation is needed to endow the tracking system with robustness. The
use of Bayesian probability is proposed to provide estimates of pedestrian detection
certainty over time. In few words, a sort of low-pass filter has been designed based on
Bayesian probability. The process is divided in two stages: pre-tracking and tracking.
Newly detected pedestrians enter the pre-tracking stage. Only after consolidation in
the pre-tracking stage they start to be tracked by the system. If the candidate
is considered as a new pedestrian, it is annotated in the tracked pedestrians list
as a new element denoted by k, and its probability of being a pedestrian P (ki) is
initialized according to the classification value given by the SVM classifier at frame
ti (Sdistance−based,k,i), that is:

P (ki) =







1.0, if f(Dk
i ) > 1.0

0.0, if f(Dk
i ) < 0.0

f(Dk
i ), otherwise

(3.18)

where f(Dk
i ) = 0.5+Dk

i , being Dk
i = Sdistance−based,k,i−TSV M . In case we were using

the multicandidate (MC) approach Dk
i is obtained as a function of the classifier result.

If more than 5 candidates have been classified as a pedestrian, Dk
i is computed by

using the average value for each one of the positive samples. In case MC would yield
a non pedestrian, Dk

i is then computed by using the average for the 15 candidates.

A pedestrian entering the pre-tracking stage must be validated in several iterations
before entering the tracking stage. The algorithm followed to implement pedestrian
validation during pre-tracking is described in the following lines.

1. Let s̄k
i represents the predicted position of the pre-validated pedestrian k at

frame ti, and mk
i represent the associated measure at frame ti after performing
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Probabilistic Data Association. The probability of pre-candidate k to be con-
sidered as pedestrian at frame ti, denoted by P (ki), is given by the following
equation:

P (ki) = P (ki/ki−1)P (ki−1) = K · f(Dk
i )dkk(s̄

k
i , m

k
i )P (ki−1) (3.19)

where K is a normalizing factor.

2. The pre-candidate is validated as pedestrian when its probability is above 0.5
during 3 consecutive iterations. Once a pre-candidate is validated pre-tracking
stops and tracking starts.

The same condition applies during tracking, i.e., tracking of a pedestrian stops if its
probability is below 0.5 during 7 consecutive iterations. The implementation of the
multi-frame validation and tracking algorithm described in this section permits to
achieve a compromise between robustness in new pedestrians detections and accuracy
in pedestrians tracking.

3.12 Conclusions

We propose the use of Support Vector Machine as a good solution for solving the
pedestrian learning problem. The regularization coefficient is fixed to a value C=1.0
which can be considered as a small one in order to achieve real generalization.

Recognition performance depends crucially on the features that are used to represent
pedestrians. It is not obvious to know what features are better to be learnt for
pedestrian detection and not many authors perform a comparative study. In addition,
using a by components approach a new problem appears: what features are better
for each component?. In this work we have studied the performance for 8 different
feature extraction methods.

We have proved that radial basis function (RBF) performs better than polynomial
and sigmoid kernels. The component based approach has been demonstrated to
outperform the global classifier in practice. In addition, the combination of different
feature extraction methods for different subregions leads to an increase in classifier
performance. Accordingly the so-called optimal features have been identified for each
subregion and combined in a more discriminant components-based classifier.

Likewise, the effects of illumination conditions and candidate size have been studied.
Several training and test sets have been created for empirically demonstrating the
suitability of multiple classifiers for daytime and nighttime at short and long ranges,
respectively. At nighttime, the use of the pedestrian detection system is limited to
well-illuminated areas.
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Another important factor, usually disregarded by most authors. is the effect of the
candidate bounding box accuracy. We propose the development of a multi-candidate
generation strategy, in order to assure that issuance of some well-fitted candidates
matches the samples used for training.

The use of the Mahalanobis distance along with ZNCC matching is proposed as a
solution for the data association problem. A linear Kalman filter has been used for
candidates tracking and the multiframe validation process has been carried out by
using a probabilistic approach.





Chapter 4

Implementation and Results

4.1 Global implementation of the system

The complete system has been implemented by using Fire-i and Fire-i 400 Unibrain
cameras (see Figure 4.1) [Unibrain. 07] with a resolution of 320× 240 pixels, 4.3mm
of focal length and an horizontal field of view of 42.25◦.

(a) (b) (c)

Figure 4.1: (a) Fire-i camera and serial interconnection. (b) Fire-i 400 camera. (c) Inner
electronic [Unibrain. 07].

By using a Firewire two cameras are series-interconnected so that, only one camera
is needed to connect with the PC. If we have a laptop with a four lines firewire port
we need an external battery as depicted in Figure 4.2. In case we would have a
laptop or PC with a six lines firewire port, power supply will be obtained from the
port itself as can be observed in Figure 4.3.

A first stereo platform were designed with a sucking disc at the back as can be
observed in Figure 4.4(a). This platform is installed onboard the vehicle as depicted
in Figure 4.4(b) and it does not allow independent movements between the cameras,
so that, extrinsic parameters can not change in time. The baseline is about 30cm
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Figure 4.2: Stereo sensor and laptop interconnection with a 4 lines firewire port. An
external battery is needed to get the power supply.

Figure 4.3: Stereo sensor and laptop interconnection with a 6 lines firewire port. Power
supply is taken from the firewire port itself.

approximately as a tradeoff between depth accuracy and matching computational
cost.

(a) (b)

Figure 4.4: (a) Stereo platform with a sucking disc (b) Stereo platform onboard the exper-
imental vehicle at the University of Alcalá.

Another two different platforms have been used throughout this thesis. The first one
was developed at the Instituto de Automática Industrial of CSIC (Arganda del Rey,
Madrid) in the framework of the AUTOPIA project [AUTOPIA. 07]. This platform
is based on Fire-i cameras as can be observed in Figure 4.5(b) and it is installed
onboard a Citroen C3 Pluriel prototype as depicted in Figure 4.5(a).
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(a) (b)

Figure 4.5: (a) Experimental vehicle Citroen C3 Pluriel. (b) Fire-i cameras based stereo
platform used at the IAI of CSIC.

The second platform was developed at the Centro de Homologación de Veh́ıculos del
Instituto Nacional de Técnica Aeroespacial (INTA, Torrejón de Ardoz, Madrid). In
this case we used two Fire-i 400 cameras fixed with an aluminium piece as higher
as possible as can be observed in Figure 4.6(b). The experimental vehicle used in
this case is a Seat Córdoba equipped with an active hood system and a pedestrian
protection airbag (see Figure 4.6(a)).

(a) (b)

Figure 4.6: (a) Experimental vehicle Seat Córdoba used equipped with active hood and
pedestrian protection airbag systems (b) Stereo platform with Fire-i 400 cameras used at
INTA.

Up to know all the Hardware platforms used to run the system have been PC-based
(including laptops). These kind of prototypes are computationally limited, so that,
more powerful hardware implementations are needed (FPGAs, DSPs, etc.). Thus
the costs of production will be also reduced.
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4.2 Global results

4.2.1 Global performance analysis

The performance of the global system is evaluated in a set of sequences recorded in
real traffic conditions. Some of the sequences were acquired in urban environments
and others in non urban areas. The purpose of this evaluation is to assess the com-
bined operation of the attention mechanism and the SVM-based classifier, including
the MC generation strategy, and a multiframe validation stage using Kalman filter-
ing.

The results obtained in the experiments are listed in Table 4.1 (urban environments)
and in Table 4.2 (non urban areas). The non urban sequences were recorded in open
roads as well as in the Campus of the University of Alcalá. The urban sequences
were acquired in Alcalá de Henares and in Madrid. Only pedestrians below 25 m
are considered. For each row in both tables the following information is provided:
sequence duration, the used method (single or multicandidate), number of pedes-
trian detected, number of missed pedestrians, number of false alarms (F/A) issued
by the system and number of candidates selected in average per frame. Let us re-
mark that the generation of false alarms is also subject to multiframe validation in
order to avoid glitches. Accordingly, a false alarm takes place only when a false pos-
itive persistently occurs in time. The global system was implemented according to
the following features: subtractive clustering candidate selection; components-based
SVM using the 6 sub-regions; combination of features ; multiple SVM for day and
night-time classification; single and multi-candidate generation to compensate for
the bounding box accuracy effect; multi-frame validation using kalman filtering.

Duration Method Detected Missed False alarms Candidates
per frame

20 min Single 138 10 9 6
20 min Multicandidate 143 5 8 6·15

Table 4.1: Global performance evaluated in a set of sequences recorded in urban environ-
ments.

Duration Method Detected Missed False alarms Candidates
per frame

72 min Single 163 5 5 2
72 min Multicandidate 166 2 5 2·15

Table 4.2: Global performance evaluated in a set of sequences recorded in non urban
environments.

The analysis of results reveals that performance is quite different in urban and non
urban environments. Thus, the pedestrian detection system exhibits a ratio of 9 false



4.2. Global results 89

alarms in 20 minutes of operation in urban scenarios. This yields a ratio of 27 false
alarms per hour. The usual false positives yielded by the system are motorbikes, trees,
lampposts, the sides of the cars and other urban furniture. In all false alarm cases,
there was a missclassified real object causing the false alarm. Several false positives
examples are depicted in Figure 4.7. Similarly, the Detection Rate is 93.24% in
urban environments, where 10 pedestrians were missed by the system. Let us clarify
the fact that all missed pedestrians were partially occluded or completely out of
the vehicle path. Different examples of pedestrian detected by the system in urban
environments, where the average number of candidates selected per frame is 6, are
depicted in Figure 4.8.

Figure 4.7: Examples of false positive detections in urban environments.

Figure 4.8: Examples of pedestrian detected in urban environments.

Concerning non urban environments, 5 pedestrians were missed by the system in 72
minutes of operation. In all cases, pedestrians were far from the car (20 m or beyond)
and wore clothes that produced almost no contrast with the background. This yields
a Detection Rate of 97.02% in non urban scenarios, where images are not so heavily
corrupted with clutter. Similarly, 5 false alarms occured in the sequences, mainly due
to lampposts and trees located by the edge of the road, yielding an average ratio of
4 false alarms per hour. As happens in urban environments, false alarms are caused
by real objects. In Figure 4.9 some examples of pedestrians detected in non urban
environments, where the average number of candidates selected per frame is 2, are
depicted.

Multicandidate approach (MC) produces and increase in the performance for both
cases urban and non urban areas. In urban areas 5 missed pedestrians are detected
by using MC approach yielding an increase in the detection rate from 93.24% to
96.62%. Similarly in non urban environments the detection rate is improved from
97.02% to 98.81%. Several cases are corrected by this approach. For example, kids,
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Figure 4.9: Examples of pedestrian detected in non urban environments.

which are usually selected as candidates with very few points, are better detected by
using MC method. When several people are together in the same area the candidate
selection method usually yields bounding boxes which fall between two people due
to the 3D approach. Thanks to the MC method these pedestrians are well classified.
Let us clarify the fact that the other missed pedestrians were partially occluded or
completely out of the vehicle path. There is other important effect due to the use
of MC classification: pedestrians are classified at larger distances, that is, before
in time, with the improvement of increasing the time used in anticipating actions.
Figure 4.10 depicts typical images from our test sequences. The number below each
bounding box represent range. Right image shows a motorcyclist which is detected
as a pedestrian (false positive). In the left image two kids are detected with a correct
range.

Figure 4.10: Upper row: multi-candidate generation. Lower row: results after classifying
the 15 candidates.

Finally we would like to stress that former experiments were carried out in daytime
conditions. For nighttime conditions more complex process are needed to evaluate
the global performance, since, by one hand, it would be necessary to label the differ-
ent sequences according to the degree of illumination and, by other hand, candidate
selection method and SVM classifier are limited in nighttime conditions whenever
visible spectrum cameras were used. In Figure 4.11 several examples in well illu-
minated areas in nighttime conditions are depicted. As can be observed pedestrian
detection is greatly limited in range.
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Figure 4.11: Examples of pedestrian detected in well illuminated urban areas in nighttime
conditions.

4.2.2 Collision mitigation

Collision mitigation experiments were carried out using a light-weight dummy like the
one depicted in Figure 4.12. The car ran over the dummy in several experiments at
different velocities bellow 50 km/h. In all cases, the active hood had to be activated at
a pre-programmed time before the collision took place, ranging between 200-350ms.
The experiments were recorded using a high speed camera providing 1000 frames
per second. Thus, the ground truth was obtained from recorded videos given that
each frame corresponds to 1ms. With the use of special software applications digital
videos recorded with high speed cameras can be played frame by frame in order to
precisely determine the exact time between the activation of the active hood and the
instant the car-to-dummy collision occurred. This measurement can be done with
an accuracy of 1ms.

Figure 4.12: Arrangement used in collision mitigation experiments.

Normally, the specifications for hood activation are in the range 200-350ms. In
previous versions of this work, the authors achieved an accuracy of 120ms in the
time-to-collision estimation. This figure depends on the vehicle velocity and the
number of correlated points for candidates selection. Let us take into account the fact
that the exact desired activation time can occur while an image is being processed.
Considering that the execution time of the algorithm is in the average of 50ms, and
that during that time the system remains blind, issuing the activation signal at the
end of the frame process would result in a poor resolution activation accuracy that
depends on the processing time of the vision-based algorithm. To avoid this problem,
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a timer is programmed 2 or 3 frames before the activation time is reached. After that,
the process is resumed. The timer interrupts the main process when the programmed
time expires. In that moment, the vehicle hood is activated and the vision process
is overrun (see Figure 4.13).

Figure 4.13: Activation time depending on the shot (by prediction or timer expired). The
pre-programmed activation time was fixed to 250ms.

After applying the pitch correction method described in this paper, the accuracy in
the issuing of the activation signal has been increased to some 50ms (worst case).
Table 4.3 shows the results for three collision mitigation experiments at different ve-
locities ranging between 20-50 km/h. The first column represents the vehicle velocity
just before the collision. The second column shows the time between the activation
of the timer and the real collision. The third column is the desired (pre-programmed)
activation time, and the fourth column represents the ground truth provided by the
high-speed camera recording the experiment.

Impact velocity Timer activation Pre-programmed time Ground truth

25 km/h 373ms 350ms 350ms
34 km/h 308ms 250ms 235ms
40 km/h 290ms 250ms 250ms

Table 4.3: Time-to-Collision estimation in three different experiments.

Figure 4.14 depicts the result obtained by using the high speed camera and the results
obtained by the stereo vision system. The crash signal indicates the exact moment
when the active systems should be launched. That moment is also recorded by high
speed cameras since an illumination signal is turned on in the car side marker light.
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Figure 4.14: Dummy sequence. Upper row: high speed camera point of view. Lower row:
inner results of the stereo vision system.

4.2.3 Collision avoidance

Collision avoidance experiments consists on emergency stop manoeuvres by brusquely
decelerating the vehicle. Several experiments were conducted to achieve an estima-
tion of the distance that is needed for preventing an accident as a function of the
current vehicle speed. Although this computation can be easily done using theoret-
ical equations, we decided to execute real emergency stop manoeuvres and derive a
realistic estimation of the stopping time at different velocities. Figure 4.15 depicts
the evolution of the vehicle velocity in several experiments where an emergency stop
manoeuvre was executed. Based on the previous experiments, a suitable equation for
computing the stopping time was estimated using linear regression techniques. As
depicted in Figure 4.16 the estimated curve is a reasonable approximation of the real
curve. The final expression of the estimated stopping time tstop, including actuator
latencies, is provided in next equation:

(a) (b) (c)

Figure 4.15: Emergency stops at different velocities. (a) 21 km/h; (b) 33km/h ; (c) 60
km/h

tstop = 0.0003 · x2 + 0.006 · x + 0.5757 (4.1)

where x stands for vehicle velocity at the time of starting the emergency stop ma-
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Figure 4.16: Regression curve.

noeuvre. Similarly, the estimated distance required by the vehicle to come to a full
stop Dstop is provided in the following equation:

Dstop = 0.5 · (0.0003 · x2 + 0.006 · x + 0.5757) (4.2)

The system was implemented on a G4 Power PC that was installed on a Citroen C3
Pluriel equipped with automatic steering wheel, brake and accelerator pedals. The
Citroen C3 was tested on several private circuits for specific experiments, like the
ones carried out at the IAI of CSIC (see Figure 4.18) and for live demonstration
purposes, including the live demo carried out at the EUROCAST 2007 International
Conference at the port of Las Palmas de Gran Canaria (Spain) in February 2007 (see
Figure 4.17) and the live demos performed in the framework of the Cybercars project
at INRIA [INRIA. 07] and in the framework of the PREVENT European Project
[PReVENT. 07] at Versailles (France) in September 2007 (see Figures 4.19(a) and
4.19(a)).

Figure 4.17: Collision avoidance demonstration at the EUROCAST 2007 International
Conference at the port of Las Palmas de Gran Canaria (Spain) in February 2007.

Video files showing the global system performance in its different steps, along with
the system performance during the fore mentioned demos can be retrieved from
ftp://www,depeca.uah.es/pub/vision/pedestrians.
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Figure 4.18: Collision avoidance experiment with automatic with automatic steering wheel,
brake and accelerator pedals, carried out at the Instituto de Automática Industrial of CSIC
in Arganda del Rey, Madrid. Upper row: external camera point of view. Lower row: stereo
vision system results

(a) (b)

Figure 4.19: (a) Collision avoidance demonstration carried out in the framework of the
Cybercars project at INRIA. (b) Stereo vision system demonstration in the framework of
the PREVENT European Project. Versailles (France) September 2007.

4.3 Conclusions

The system performs better in non urban areas where images are not so heavily
corrupted with clutter. Single frame detection rate is improved by using the multi-
candidate generation strategy which absorbs the false negatives that have been bad
classified by the single strategy. Several cases are also corrected by this approach.
For example, kids, groups of people, etc., are better detected by using MC method.
There is other important effect due to the use of MC classification: pedestrians are
classified at larger distances, that is, before in time. Obviously the number of classi-
fications needed to accomplish the classification stage becomes 15 times more heavy,
from a computational point of view. The stereo vision-based pedestrian detection
system has been implemented on different hardware platforms, on different experi-
mental vehicles, succeeding in different safety applications such as collision avoidance
and collision mitigation applications.





Chapter 5

Conclusions and future work

To conclude, the next key points should be remarked. First of all, in this thesis we
have presented a stereo vision-based system, in the visible spectrum, for pedestrian
detection, designing and analyzing each one of the main parts of that kind of systems:
candidate selection, classification and tracking. Pedestrian detection seems to be
one of the main areas of interest for many automotive industries because of the
new European Commission directive which is forcing to introduce safety measures to
drastically reduce the number of fatalities of the most vulnerable road users.

The stereo approach allows us to know where the pedestrians are without scale
constraints and allows us to reduce the average number of false positives per frame.
Non dense 3D maps are created by using edge points. A robust correlation method
reduce the amount of stereo-matching errors. Pitch angle was estimated as from both
YOZ projection of 3D points and the so-called virtual disparity map. With the help
of the pitch compensation process, which needs the 3D information provided by the
stereo vision sensor, a correct obstacle/road separation is possible. In addition depth
accuracy is increased and the number of points with which pedestrians are detected
is improved.

An adaptive subtractive clustering technique has proved to be robust in order to
detect generic obstacles with volumes similar to pedestrian. The use of subtractive
clustering technique is well known in the area of fuzzy identification models, but its
application to obstacles detection in the framework of ITS applications, is presented
as a novel and powerful contribution to pedestrian detection.

Several training and test sets with pedestrian and non-pedestrian samples, have been
created for empirically demonstrating several classification issues: the suitability of
multiple classifiers for daytime and nighttime, the improvements on the classifier
performance thanks to the component-based approach, the optimal features selection
according to the different components, the fact that multiple models for short and
long ranges are not needed, the suitability of radial basis function kernel for SVM
classification, etc.

97
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Another important factor, usually disregarded by most authors, is the effect of the
candidate bounding box accuracy. We have demonstrated that the classifier perfor-
mance is decreased when the on-line selected candidates are not bounded in the same
way that the candidates used in the training step. Thus it is stated that not only
the negatives samples used for training the classifier, should be generated with the
attention mechanism, but also the positive samples, in order to enhance the single
frame performance. In case we would have a model with well fitted samples we pro-
pose the use of the multicandidate generation strategy in order to assure that the
issuance of some well-fitted candidates matches the samples used for training.

Although experimental results, which were carried out in different experimental ve-
hicles for different safety applications, show that progress is being made in the right
direction, further improvements need to be made before deploying a really robust
vision-based pedestrian detection system for assisted driving in real traffic condi-
tions. A FPGA-based hardware implementation of the system should be carried out
in order to have a real time system as well as to reduce the costs of production. In-
frared cameras have to be used and combined for not illuminated areas in nighttime
scenarios. Multi-sensors solutions may be desirable in order to have depth measures
faster and with higher accuracy, since active hood systems and pedestrian protection
airgabs need as accurate information as possible. Monocular candidates selection
methods can be also used (with redundancy) with the aim of improving a bit more
the robustness of the stereo vision-based candidate selection mechanism. Adaboost
techniques may lead to better classification performances. Finally, additional clas-
sifiers should be added to the system (motorbikes, cars, urban furniture and so on)
in order to continue breaking the variability of the still huge pedestrian detection
problem.
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