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Abstract—Self-localization is a challeng-
ing issue in intelligent vehicle (IV) systems. 
Traditional self-localization methods, such 
as the Global Navigation Satellite System 
(GNSS), Inertial Navigation System (INS) 
and vision simultaneous localization and 
mapping (vSLAM), are subject to low accu-
racy, high cost or low robustness. To this 
end, this paper proposes a new multi-scale 
site matching localization (MS2ML) method 
for IV systems by using one single monocu-
lar camera. The MS2ML consists of a coarse 
localization, an image-level localization and 
a metric localization. In coarse localiza-
tion, the proposed MS2ML calls the Bayes-
ian vision-motion topological localization to 
obtain a set of nodes from a visual map. Fur-
thermore, the holistic feature is generated 
for each query image, and hence, the holistic 
feature matching is implemented to realize 
image-level localization. A node is then se-
lected from the candidate nodes. In metric 
localization, the closest node and vehicle 
pose are calculated through matching local 
features with three-dimension (3D) data. In 
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I. Introduction

A. Background

T
he intelligent vehicles (IVs) have achieved consid-
erable progress in the past years. In the field of this 
mass market, IVs attract more and more attentions all 
over the world. IVs self-localization, which enables 

the accomplishment of advanced driver assistance system 
(ADAS), is a challenging issue in autonomous driving re-
search field [1].

Vehicle localization is often addressed using Global 
Navigation Satellite System (GNSS), Inertial Navigation 
System (INS) or both. However, the problems for GNSS 
mainly lie in low localization accuracy (the error can be 
over 10 m) and blind area, which can be especially disad-
vantageous when it is in urban environment [2]. Due to 
these drawbacks, GNSS is not qualified for intelligent vehi-
cle localization requirement. Compared with using GNSS 
only, the combination of GNSS and INS improves the local-
ization accuracy significantly [3]. However, the high cost of 
INS poses a hindrance for installing it on normal vehicles 
and also INS is quite restricted by blind areas. Other than 
GNSS and INS, laser scanner can also be employed as intel-
ligent vehicle localization sensor, which can enhance the 
accuracy to a few centimeters by collecting three-dimen-
sional (3D) Light Detection and Ranging (LIDAR) points. 
Unfortunately, despite the dramatic drop in price for these 
sensors, they are still too expensive. Based on the issues 
discussed above, a low-cost and high-accuracy algorithm 
is in demand for intelligent vehicle localization. Due to the 
low cost and easy installation, increasing number of nor-
mal vehicles start to use on-vehicle cameras. Therefore, 
various visual localization methods have been proposed in 
recent years. Visual localization is based on a visual map, 
in which every data collection node includes road scene 
[4]–[6]. As for each node, it contains image features, 3D in-
formation and trajectory. When the intelligent vehicle trav-
els somewhere, the goal for vehicle localization is to find 

the node in the map which is closest to the vehicle’s posi-
tion. The advantage of using visual localization is that it 
can be independent of GNSS to make localization for intel-
ligent vehicles. Plus, cameras cost less than laser scanner 
and INS. Therefore, the application of on-vehicle camera is 
more practical for intelligent vehicle localization.

B. Literature Review
Visual localization for IVs is related to simultaneous lo-
calization and mapping (SLAM). SLAM solves the com-
putational problem of constructing or updating a map of 
an unknown environment while simultaneously keeping 
track of an agent’s location within it. Further details can 
refer to [7]–[9] and [10]. However, the calculation process of 
SLAM is quite complicated. It is normally applied in small 
robots building or indoor vehicles manufacturing. It is nor-
mally applied in small robots or vehicles in indoor envi-
ronments localization. Moreover, due to the unpredictable 
factors of outdoor environment, robots have to move slowly 
and also make the wrong way. Therefore, this method is 
not suitable for driving in reality.

According to the literature, some studies add some other 
on-vehicle sensors to enhance visual localization accuracy, 
such as GNSS, INS, speedometer, etc. Generally speaking, 
GNSS and INS are used together in such a way that they can 
provide a set of possible positions for visual localization. For 
example, in [11], a localization system is developed by inte-
grating of GNSS, INS and camera. In this system, GNSS data 
and INS data are used to provide a set of possible positions 
and another position set is provided by image feature match-
ing. After these, Bayesian filter integrate these two sets to-
gether. This system can achieve the localization accuracy 
to meter-level. Moreover, Li et al. [12] also use Global Posi-
tioning System (GPS, one kind of GNSS) data to determine a 
possible position range. Then, in image-level localization, lat-
eral localization is provided by vision-based lane detection. 
Longitudinal localization is provided by vision-based traffic 
sign detection. Simulation-based experiments show that the 
accuracy of longitudinal and lateral localization are 0.51 and 
0.09  m, respectively. In [13], the authors also first use GPS 
data to match with digital map. Then they catch images to 
detect lanes, traffic signs and match them with the map. This 
localization accuracy achieves sub-meter level. Similarly, Gu  
et al. [14] achieved vehicle localization in urban areas through 
combining of GNSS data, image, LIDAR and 3D map. Both lat-
eral positioning error and speed error are evaluated in this 
study. Their research also enhanced the localization accura-
cy to lane-level. However, the researches that used addition-
al sensors as discussed above are all restricted to different 
limitations, such as the high cost of laser scanner and INS or 
the blind area for GNSS and INS. All these limitations posed 
a barrier in the spread of intelligent vehicle. In addition, to 
improve the localization accuracy, some studies also applied 
speedometers to assist with intelligent vehicle  localization. 

order to evaluate the proposed MS2ML, real-world driv-
ing tests have been carried out in three different routes, 
two of which are from an urban roadway and an indus-
trial park in Wuhan, China and the third one is from pub-
lic KITTI (Karlsruhe Institute of Technology and Toyota 
Technology Institute) data set. The total lengths of these 
routes are more than 7 km. The experiment results dem-
onstrate that the average localization errors of the pro-
posed MS2ML method are less than 0.45 frame and the 
pose errors are less than 0.59 m. As a result, the proposed 
method remains high accuracy and great robustness in 
various environments.
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Speedometers can collect the speed data of vehicle and they 
compute the travelling distance of vehicle which is a strong 
constraint for vehicle localization. For example, Hojun et al 
[15] use in-vehicle sensors to collect vehicle speed and yaw 
rate. Both of these two data play an important role in vehicle 
position computation. Then this research is followed by the 
proposition of an extended Kalman filter method which in-
tegrates GPS data, speed, yaw rate and image. This method 
improves the localization accuracy to sub-meter level. Simi-
larly, Gu et al. [16] mix 3D-GNSS with Inertial Measurement 
Unit (IMU) and also together with speedometer and this new 
sensor to enhance the localization accuracy. As discussed 
above, speedometers improved localization accuracy sig-
nificantly and simplify the localization process drastically. 
However, speedometer also has its limitations. Although a 
speedometer serves as a strong constraint in enhancing the 
localization accuracy, yet the accuracy of measurement de-
creases as vehicle speed increases, which are due to fac-
tors such as synchronization, timing and registration 
inaccuracies. Hence, other localization methods that only 
using vision should be proposed.

In order to get high-level localization accuracy without 
other sensors, some start-of-the-art visual localization meth-
ods are proposed. For example, Wang et al. [17] propose a 
coarse-to-fine method which divides localization into two 
steps. Firstly, several candidates are selected in coarse 
localization. Then, localization result is obtained in fine 
localization. The use of coarse localization is to replace 
the use of GNSS. Similarly, Son et al. keep the coarse-to-
fine method in their mind and propose a key frame selec-
tion method to reduce the matching complexity [18]. They 
divide the visual map into key frames and non-key frames 
by checking the number of feature points. In localiza-
tion process, query image first matches with key frames 
and finds the closest key frame in the visual map. Next, a 
set of possible non-key frames which are close to the key 
frames are selected and then the closest one from visual 
map is selected. This method reduces the complexity of 
matching and also enjoys higher accuracy than the one 
only using image matching. In [19], an autonomous driv-
ing system is set up. They utilize global position detection 
based on visual features for their localization system. The 
image features are registered with 3D data. The vehicle 

pose is computed by a 6D rigid-
body transformation. Furthermore, 
Brubaker et al. [20] set up a proba-
bilistic model and utilize two video 
cameras and road maps to realize lo-
calization. Sefati et al. [21] propose 
a self-localization method which 
utilizes semantic and distinctive 
objects. The method is realized via 
laser scanner or stereo camera or 
both of them. The localization ac-

curacy is 0.5 m by using stereo camera.
Moreover, topological model is also used to enhance the 

localization accuracy. Badino et al. [5], [22] set up a vehicle 
localization system and keep the topological model in mind. 
One previous localization result is used to predict the cur-
rent position. In this study, Bayesian formula is used to con-
vert the prediction into probability computation. In addition, 
Lategahn et al. [4] proposed a two-step approach. First of all, 
they build the topological localization model and matched 
the query image feature with visual map. Second, a dynamic 
programming procedure is used to find the node that is clos-
est to the query image. The computation is very complicated 
as it demands 30 previous localization results. Similarly, 
we set up a topological model to enhance the localization 
accuracy [23]. This study also follows a two-step approach. 
First, one previous localization results is used to set up a to-
pological model and then this model selects a set of possible 
positions from visual map. GNSS can be replaced by using 
this model. In the second step, both holistic feature match-
ing and local feature matching are combined, which outputs 
the computation result of the closest data collection node. 
However, the topological model used here is simple and it 
has limitations in some road scenes. Further studies are still 
needed. Moreover, some studies set up topological model in 
visual map creation. For example, Patrick et al. [24] build hy-
brid metric-topological maps to make localization. Knolige 
et al. [25] present a 2D map based on sub-maps. These sub-
maps include occupancy grid maps and a topological graph. 
This topological map facilitates to generate near-optimal 
plans for localization. As discussed above, topological model 
is an effective model to improve the localization accuracy. 
Hence, this paper engages further study on this model and 
improves the method.

C. Contributions
Herein, we propose a multi-scale site matching localization 
method (MS2ML) by only using a monocular camera. This 
method does not require sensors like GPS receivers, INSs or 
any other additional measure instruments. A previously cre-
ated visual map is applied as the foundation of this method. 
On top of this, there are three steps operated to complete 
vehicle self-localization. First of all, we set up a topologi-
cal model to compute a set of possible data collection 

We propose a multi-scale site matching localization method 
(MS2ML) by only using a monocular camera. This method 
does not require sensors like GPS receivers, INSs or any other 
additional measure instruments.
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nodes from the visual map. There-
after, we generate holistic feature 
and match the feature with a set 
of possible nodes where one node 
is selected in image-level localiza-
tion. Last but not least, 3D data 
from this node is matched with the 
local features of query image. As a 
result, vehicle pose and the node 
closest to query image are calcu-
lated. Contributions of this paper 
can be summarized as follows:
1) A novel localization prediction 

model called vision-motion model is built. In this mod-
el, we propose vision-speed and vision-acceleration 
to replace the actual speed and acceleration. The vi-
sion-speed is not the real speed and it is calculated by 
travelling nodes from a visual map in a short time. Sim-
ilarly, vision-acceleration means changes of vision-
speed in a short time. Compared with actual speed 
and actual acceleration, these two parameters are mea-
sured by images and they resolve the synchronization 
problems and registration inaccuracy issues between 
camera and speedometer. Vision-motion model is used 
to help vehicle make localization prediction.

2) To compute the vision-motion model, we propose Bayes-
ian vision-motion topological localization method. In 
this method, we fuse Bayesian model and vision-motion 
model to convert localization prediction into probability 
computation. The use of this method is to replace the 
use of GNSS and then a set of candidates are selected. 
There are no restrictions such as GNSS blind area prob-
lem. This method simplifies the localization prediction 
procedures and also promotes the accuracy.

3) To further improve the localization accuracy, a novel 
result refining approach is proposed. In metric localiza-
tion, we match 3D data with local features and compute 
the vehicle pose. The pose is utilized to refine the clos-
est node. This extra step enables the further improve-
ment of localization accuracy.

II. Visual Map Creation
The visual map is composed of a set of data collection nodes. 
Each node is collected with a constant distance which is 
2 m. For each node, a binocular camera collects pairs of im-
ages. To ensure the map accuracy, DGPS (differential GPS) 
data are collected in each node. Please note that we only 
adopt DGPS data for visual map creation.

As the images are too huge to store, features are used to 
replace images. Actually, the created visual map only con-
tains the following components: (1) Image features. Holis-
tic features and local features are both extracted from left 
images. (2) 3D data. 3D data are computed from binocular 
images. The data are corresponding to local features. (3) 

Trajectory. Trajectory represents the positional relationship 
between two adjacent nodes. DGPS data are used to correct 
the trajectory. The created visual map is shown in Fig. 1.

III. The MS2ML Method
The work presented in this paper follows a three-step ap-
proach. In coarse localization, we propose a novel method 
called Bayesian vision-motion topological method to com-
pute a set of possible nodes from visual map. The node 
closest to query image is selected in this candidate set. 
The second step is image-level localization. Holistic fea-
ture is extracted and matched with candidates in this 
step. One node is selected in the candidate set. Then local 
features from the query image are matched with 3D data 
from the node in metric localization. In this step, we re-
fine the closest node and then get the vehicle pose in visu-
al map. The illustration of our method is shown in Fig. 2.

A. Coarse Localization by Bayesian Vision-Motion  
Topological Localization
The goal of visual localization is to find the node in the 
visual map which is closest to the query image. However, 
simply taking feature matching from the huge data source 
of visual map is error prone and susceptible to visual alias-
ing and ambiguities. Some studies use GNSS to solve this 
problem. Herein, we propose a novel visual localization 
method instead of GNSS. In [23], we used topological model 
to predict the localization. In this paper, we make further 
study and propose Bayesian vision-motion topological lo-
calization method for localization prediction.

1) Vision-Motion Model
Vehicle speed can be used as a strong constraint for ve-
hicle localization. For example, Hojun et al. [15] used vehicle 
speed as constraint to predict the vehicle position. The use 
of vehicle speed can improve the localization accuracy 
dramatically. However, it is hard to get the accurate real-
time speed from ordinary vehicle. Even though some refit-
ted vehicles can collect their speed by wheel odometer or 
speedometer, the accuracy of the measurement is low due 
to synchronization or registration inaccuracies between 

The visual map is composed of a set of data collection nodes. 
Each node is collected with a constant distance which is 2 m. 
For each node, a binocular camera collects pairs of images. To 
ensure the map accuracy, DGPS (differential GPS) data are 
collected in each node.
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cameras and these sensors. Herein, we propose a vision-mo-
tion model which includes vision-speed and vision-accelera-
tion instead of vehicle speed and acceleration. Vision-speed 
and vision-acceleration are measured by vision information, 
which reflects the vehicle speed and acceleration in visual 
map. From this model, we assume that vehicles do uniform 
motion or uniformly accelerated motion in a very short time. 
Vision-speed is not the real speed of vehicle. It means the 
vehicle’s traveling distance between two adjacent positions 
in the visual map. The unit of vision-speed is frame/s. Simi-
larly, vision-acceleration means the vision-speed change 
between two adjacent positions in the visual map. The unit 
of vision-acceleration is frame/s2. The advantage of the pro-
posed model is that we can obtain such a strong constraint 
for localization in a simple way. Next, we illustrate the vi-
sion-motion model.

First of all, we assume that Xj  is the localization result 
at time j. Then the vision-speed v j  at time j  can be formu-
lated as follow:

 ( )/v X X tj j j 1 T= - -  (1)

where tT  is the time difference from j  to .j 1-  Since we 
have got the vision-speed, it can be used instead of the vehi-
cle speed as a constraint for localization prediction. To make 
localization prediction, we add topological localization mod-
el. Since we have got the previous localization results, the 
current localization result is obtained topologically. When 
the vehicle wants to localize itself at time ,i  the result can 
be predicted by the previous localization result as follows:

 X X v t X di i i i i1 1$ T= + = +--  (2)

[–1.4371e–002, 7.281e–003,
9.7183e–003, 6.2847e–004,

–1.4728e–003, –2.9657e–003,
... 1.5832e–003, 5.2819e–002,
6.9281e–003, 4.9281e–003,

4.2918e–003]
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FIg 1 Illustration of visual map.
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where ,d X Xi i i 1= - -  it denotes the frame difference from 
i 1-  to .i  From this formula, we can predict the localiza-
tion by frame difference evaluation. However, topological 
localization suffers from low prediction accuracy due to 
vehicle speed variations. We need to compute the vision-
acceleration to solve this problem. Similarly, the vision-
acceleration a j  at time j  can be formulated as follow:

 ( )/ ( )/a v v t X X X t2j j j j j j1 1 2
2T T= - = - +- - -  (3)

Similarly, we can use vision-acceleration to compute the 
current localization as follow:

 . .X X v t a t X D0 5 0 5i i i i i i1 1
2

1$ $ $ $T T= + + = +- - -  (4)

where .D X Xi i i 2= - -  Note that the formula (1) and (3) are 
subject to time delay of /t 2d  for vision-speed and dt for vi-
sion –acceleration. However, the vision-speed and vision-
acceleration are computed in a very short time, so the time 
delay is very short, too. Furthermore, the vision-model is 
used to make qualitative localization. A localization range 
is computed in this step. Hence, this time delay has little 
effects for localization.

2) Bayesian Vision-Motion Topological Localization
Both vision-speed and vision-acceleration are used as 
constraints for topological localization. To enhance the 
prediction accuracy, we use the probability which is com-
puted by Bayesian formula to make coarse localization. 
The illustration of Bayesian vision-motion topological 
localization is shown in Fig. 3. The thought of topologi-
cal localization is that we use the previous result Xi 1-  to 
predict the current result .Xi  The prediction is based on 
vision-speed and vision-acceleration. Therefore, the con-
ditional probability for each possible position Xi

k  at time 
t can be expressed as ( | , ),P X vs vai

k  where vs  means the 
vision-speed, va  means vision-acceleration. Hence, we 
can use Bayesian formula to compute this conditional prob-
ability as follow:

 | ,
( ) , |

P X vs va P vs P va
P X P vs va X

i
k i

k
i
k

$

$
=^

^

^

^
h

h h

h
 (5)

where we assume va  and vs are independent events. We 
also assume that ( ),P Xi

k  ( )P vs  and ( )P va  are constant 
value in .Xi

k

Considering va  and vs are independent events, the for-
mula can be simplified as follows:

 | , | |P X vs va P vs X P va Xi
k

i
k

i
k$,^ ^ ^h h h (6)

where the symbol ‘, ’ denotes that ( | , )P X vs vai
k  is pro-

portional to ( | ),P vs Xi
k  .( | )P va Xi

k  Furthermore, con-
sidering that ( | ) ( | ) ( )/ ( )P vs X P X vs P vs P Xi

k
i
k

i
k$=  and 

( | ) ( | ) ( )/ ( ),P va X P X va P va P Xi
k

i
k

i
k$=  we can simplify the 

equation as follow:

 | , | |P X vs va P X vs P X vai
k

i
k

i
k$,^ ^ ^h h h (7)

Then, we use vision-speed model and vision-accelera-
tion model to compute this formula. In vision-speed model, 
the formula for prediction localization is shown in Eq. (2). 
As the previous localization result Xi 1-  is known, the com-
putation of ( | )P X vsi

k  is based on the computation of .di  
We assume the vision-distance di  variation obeys Gauss-
ian distribution in a short time. Then we can compute the 
conditional probability ( | )P X vsi

k  as follow:

 | expP X vs
x

2
1

2i
k

s s

s
2

2

r v v

n
= -

-
^ c

^
h

h
m (8)

where / ,d nn
s i mm 1
n = -

=
/  / .d nn

s s i mm
2

1
v n= - -

=
^ h/  In 

this equation, we select n  previous localization results 
to compute the conditional probability. It means that 
we compute the average of vision-speed at time .i 1-  

Bayesian Vision-Motion
Topological Model 

Coarse
Localization

SURF Holistic
Feature Matching

Image-Level
Localization

SURF Local
Features Matching

Metric Localization by
Solving PnP Problem 

Result Refinement

Vehicle Pose

Position Result

Vision-Motion
Model

Visual Map DatabaseQuery Image
for Localization 

FIg 2 The proposed methodology for multi-scale site matching self-
localization.
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Actually, there are many solutions on how to choose the 
parameter .n  And we choose n 15=  in this paper, as we 
have tested many times and a higher localization accuracy 
will be obtained when .n 15=

We can also make the similar assumption to compute 
the conditional probability ( | ) .P X vai

k  Since the vision-
distance variation obeys Gaussian distribution in a short 
time, the conditional probability ( | )P X vai

k  is computed 
as follow:

 | expP X va
x

2
1

2i
k

a a

a
2

2

r v v

n
= -

-
^ c

^
h

h
m (9)

where / ,D nn
a i mm 1
n = -

=
/  / .D ns a i kk

n 2
1

v n= - -
=
^ h/  We 

select n  previous localization results to compute the 
conditional probability. We fuse these two Gaussian dis-
tributions to a new distribution which is shown in Fig. 4. 
This new distribution can be formulated by the follow-
ing equation:

 
| , | |

, ,
P X vs va P X vs P X va

N N
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s s a a
2 2

$
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,

n v n v=

^ ^

^ ^

^h

h

h

h

h
 

(10)

To get the candidates, we set up a threshold v  for Eq. 
(10), when the probability exceeds ,v  these indexes are 
output as candidates, denoted by { , ... } .C c c cn1 2=
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B. Image-level Localization by 
Holistic Feature Matching
In the image-level localization step, 
we extract holistic features from 
query images and then match them 
with candidates. By holistic feature 
we mean that the whole image is 
considered as a feature. The use of 
holistic features has higher match-
ing speed and less data storage than 
the use of local features. In this section, we use SURF descrip-
tor for feature extraction. Compared with Scale-invariant fea-
ture transform (SIFT), this method simplifies the computation 
complexity and has a similar result to SIFT. The matching ac-
curacy is better than the use of ORB descriptor [23]. Further 
details of SURF descriptor can be found in [26].

To extract holistic features automatically, all the query 
images are resized into a standard image with a resolution 
of 63 × 63 pixels. Then, the holistic features are computed. 
As a result, each holistic feature is represented with 1 × 64 
vectors. Taking a query image as example, its holistic fea-
ture is denoted by .fk  Fig. 5 below shows a normalized 
63 × 63 (pixel) detection image together with 1 × 64 vectors 
as holistic feature.

Finally, we match the holistic feature with the candi-
date set C  computed in coarse localization step. It can be 
computed as follow:

 | ,D d d f cEucj j j= = ^ h" , (11)

where c j  is the jth SURF holistic feature descriptor of can-
didates; f  is the descriptor of the query image. Euclidean 
distance is computed as follows:
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where X  and Y  are two SURF holistic features; xi  is the ith 
vector of ,X yi  is the ith vector of .Y  To select one node from 
the candidates, we normalize each distance d j  as follows:
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Similarly, we normalize each probability p j  which is 
computed by Eq (10) as follows:
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Finally, we add the two scores above for each candidate. 
The node with the highest score is selected to make metric 
localization. It can be computed in the following equation:

 ( ( ) ( ))arg max p sc c ci j j= +r r  (15)

where .c Ci !  Hence, ci  is the image-level local iza-
t ion result.

C. Metric Localization by Solving the Perspective  
N-Points (PnP) Problem
We obtain one node from the candidates in image-level local-
ization step. In this section, the vehicle pose and the clos-
est node is computed by metric localization. Our metric 
localization method follows 3 steps. First, local features of 
the query image are extracted. We match local features of 
the query image with local features of the node. Note that 
visual map also includes 3D data in each node; the 3D data 
corresponds to local features of the node. Hence, the local 
features of the query image and 3D data compose a PnP 
problem. Then, vehicle pose is computed by solving the PnP 
problem. Finally, result refinement is done and the node 
closest to the query image is obtained.

Similar to holistic feature extraction, we also use SURF 
descriptor for local feature extraction. We first resize the 
query image in standard image. The SURF descriptor is 
also represented with 1 × 64 vectors. Then, local features 
are used to match the query image with the node. Local 
features matching can be shown in Fig. 6. From this figure, 
we find the 3D points corresponding to the local features of 
the node. We use the series of corresponding points to com-
pute the vehicle pose by solving PnP problem. The method 
can be formulated as follows:
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where u v 1i i
T6 @  is the ith local feature of the query im-

age, its unit is pixel. X Y Z 1i i i
T6 @  is the ith 3D point of the 

[–2.5439e–003, 4.457e–003, 2.5439e–003,
5.3129e–003, –8.6265e–004, 6.7512e–003,
3.3101e–003, 6.7512e–003 . . . 1.415e–002,
1.8021e–002, 4.7009e–005, 2.3721e–004,

9.4739e–004, 3.8210e–003]

FIg 5 Extraction of SURF holistic feature (1 × 64 Vectors).

By holistic feature we mean that the whole image is considered 
as a feature. The use of holistic features has higher matching 
speed and less data storage than he use of local features. 
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node. K  is the intrinsic parameter of the in-vehicle cam-
era, which is a 3 × 3 matrix. The intrinsic parameter can 
be computed by camera calibration [27]. R  is the rotation 
matrix which is a 3 × 3 matrix, while t  is the translation 
vector which is a 3 × 1 vector; both R  and t  compose the 
pose of the query image. This formula depends on at least 4 
corresponding points. Using R  and ,t  we can compute the 
position of the vehicle in the visual map as follow:

 P R tt $=-  (17)

The node computed in image-level localization step 
is sometimes not the closest one to the query image. We 
can refine the image-level localization result by using the 
vehicle position .P  First of all, we compute the Euclidean 

distance S from the query image to the node. It can be for-
mulated as follows:

 S P p p px y z
2 2 2= = + +  (18)

where , ,P p p px y z
t= 6 @ . We assume that the data collec-

tion frequency of visual map is q m/frame. If ,S q#  this 
node is considered to be the closest node to the query im-
age. However, if ,S q>  the closest node is not this one. We 
need to adjust the result on the basis of that node. We as-
sume that the change number is ,y  and y  is the integer 
part of / .S q q-^ h  The change orientation is determined by 

.P  The refinement can be shown in Fig. 7, we compute the 
distance from query image i n+  to candidate Xk 3+  by .P  
However, the distance shows that it is not the best result. 
Considering the collection frequency, Xk 1+  is selected as 
the closest node. In addition, if the distance S  is more than 
15 m, we treat this node as an outlier. Then, the refinement 
will not be done in this time. Moreover, if the number of 
corresponding points in local feature matching is less than 
a threshold ,t  we also treat this result as an outlier.

D. Outline of the Localization Algorithms
The algorithms for MS2ML can be summarized as follows:
1) We localize the first 15 positions manually. Next, the in-

telligent vehicle travels somewhere, the on-board mon-
ocular camera collects image of road scene. In each 
image, both holistic feature and local features are ex-
tracted by using SURF descriptor.

2) Bayesian vision-motion topological method is used to 
compute a set of candidates from visual map.

3) Each holistic feature is matched with candidates. Im-
age-level localization is done by fusing feature match-
ing and Bayesian vision-motion topological localization 
method. One node is selected from candidates.

4) Local features of query image are matched with 3D data 
of the node. Then vehicle pose is computed by solving a 
PnP problem. Finally, the node closest to query image is 
found by localization refinement.

5) Outliers are eliminated by checking the number of cor-
responding points in the local feature matching. When 
the number is less than 45, the node is an outlier.

IV. Experimental Results
Next, we present experiments on real-world data to assess 
and evaluate our method. There are three databases to 
evaluate our method. To set up the first two data sets, one 
standard intelligent vehicle was equipped with binocular 
camera, GPS receiver and INS. The camera was produced 
by Bumblebee, which was equipped forward in the vehicle. 
Fig. 8 shows the setup of the data collection system. The 
red circle shows the camera equipped in the vehicle. We 
picked two routes to set up data sets in Wuhan city, China. 
One route was in an industrial park which had a few 

Xj

Xk
Xj + 1 Xk + 1

Xk + 2 Xk + 3

Xj + 2 Xj + 3

S

i i + 1 i + n

FIg 7 Illustration of result refinement. Squares denote query images at 
time , ,i i i n1f+ +  respectively. All the circles Xx  denote images of map. 
Xk 3+  is computed as the image-level localization result at time .i n+  
However, the distance computed from the query image to Xk 3+  is farther 
than data collection frequency of visual map, the closest is refined to .Xk 1+

(a) (b)

(c)

FIg 6 Local feature matching between query image and candidate: (a) the 
node got from image-level localization; (b) query image; (c) 3D depth of 
the node.
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vehicles. The other route was in an urban roadway. Traffic 
in this route was more complicated than in the industrial 
park, given that it has many more vehicles. In addition, one 
public data set was selected in KITTI (Karlsruhe Institute 
of Technology and Toyota Technology Institute). The total 
length of these routes is over 7 km.

A. Mapping Experiments
To localize the intelligent vehicle, we first create a visual 
map. DGPS (Differential Global Positioning System) station 
was set up in each route to enhance the accuracy of GPS 
data. INS was taken as additional sensor to correct position 
data. The accuracy of these position data is about 20 cm. 
These additional sensors were only used in map creation. 
The data collection frequency was about 2 m/node. In each 
node, high accuracy position data were collected by INS 
with DGPS. Pairwise images were collected by binocular 
camera and had a size of 1600 × 1200 (in pixel). Holistic 
image features were extracted by SURF descriptor. 3D data 
were computed by triangulation [28], [29].

B. Localization Experiments in Industrial Park
We introduce the performance of our method in industrial 
park. In vehicle localization, we only use monocular cam-
era as localization sensor without any additional sensors. 
Considering that intelligent vehicles are usually tested in 
closed sections with a few vehicles, we also select one route 
with a few vehicles. The testing ground is shown in Fig. 9. 
For each query image, both holistic feature and local fea-
tures were extracted by using SURF descriptor. The first 
15 positions were located manually for prior information. 
The intelligent vehicle speed was in strict compliance with 
local regulations. We did not deliberately maintain the ve-
hicle speed through the experiments.

The image-level localization results are shown in Fig. 10. The 
red line denotes the node closest to query image in the visu-
al map. The blue line denotes the holistic feature matching 
results. From the figure, we can find that there are some 
outliers in image-level localization. Fortunately, the Bayes-
ian vision-motion topological localization method is robust-
ness against these outliers. There are no cumulative errors 
in the results. To eliminate these outliers, we use localiza-
tion refinement. Then the number of local feature matching 
points is checked. If the number is less than 45, we treat it 
as an outlier. Although some inliers are eliminated, the lo-
calization accuracy is enhanced significantly. The localiza-
tion results are shown in table 1. As discussed, our core task 
for vehicle localization is to find the node closest to query 
image. Hence, we mainly use image error to evaluate the 
method. Frame is the unit of image error. Furthermore, we 
compare our method with general GPS localization and the 
method in [18]. The reason we choose [18] as comparison 
method is that this is also a vision-only localization meth-
od and publishes in a high level journal. From the table, 

we can see that our method performs better than general 
GPS localization and the method in [18]. The mean error 
of our method is only 0.20 frame and the standard devia-
tion is 0.42 frame. The rate of zero mean  accuracy is 80.0%. 

(a) (b)

(c) (d)

FIg 8 Setup of image collection system.

(a) (b)

FIg 9 Testing ground: blue line is the urban roadway, red line is the 
industrial park.
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FIg 10 Image-level localization results in industrial park.
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The max error of the result is 1 frame. It means that even 
though there are 20% positions in which the closest node is 
not found, the result is only 1 frame from the ground truth. 
Hence, all the statistics show that the proposed method has 
high accuracy and great robustness.

Finally, we computed the vehicle pose in each position. 
The pose errors are shown in Fig. 11. From these results, we 
can find that all the errors of vehicle pose are less than 1 me-
ter. Majority of the errors are distributed between 0.2 m and 
0.4 m. The pose errors are also compared with general GPS 
localization and the method in [18]. The results are shown in 

table 2. From the table, we can find that the mean of pose er-
rors is 0.41 m and the standard deviation is 0.19 m. The max 
error is 0.92 m. They mean that the proposed method also 
performs better than other methods. It is because if the node 
closest to query image can be found, the method will have a 
high accuracy for pose computation. Our method in industri-
al park can significantly enhance the localization accuracy.

All the experiments above were tested in industrial 
park. From Fig. 9, we can find that the slope of ground 
truth changes a little. It means that the vehicle speed is 
stable when we make localization. What would happen 
if the experiment was performed when the vehicle speed 
was changed? Next, we introduce the performance of our 
method in a different route.

C. Localization Experiments in Urban Roadway
We selected a route in urban roadway. The intelligent ve-
hicle used in this route was the same as the vehicle tested 
in industrial park. The testing ground is shown in Fig. 12. 
It can be seen that there are some other vehicles on the 
road. These vehicles would affect the speed. How about the 
localization accuracy in this route?

Methods Mean(m) Std. Dev(m) Max error(m)

Proposed method 0.41 0.19 0.92

General GPS 
localization

3.94 2.38 9.51

Method in [18] 4.62 5.11 13.6

 Table 2. Comparison of pose errors from the proposed method, 
general GpS localization, and the method in [18] in industrial park.

(a) (b)

FIg 12 Testing ground: red line is the urban roadway.
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FIg 11 pose errors for localization in industrial park.
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FIg 13 Image-level localization results in urban roadway.

Methods
Mean 
(frame)

Std. Dev 
(frame)

Max error 
(frame)

Rate of Zero 
Frame Accuracy

Proposed 
method

0.20 0.42 1 80.0%

General GPS 
localization

1.81 2.29 4 41.3%

Method in 
[18]

2.75 3.04 10 44.2%

 Table 1. Comparison of localization errors from the proposed 
method, general GpS localization, and the method in [18] in 
industrial park.
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The image-level localization results in urban roadway 
are shown in Fig. 13. From this figure, we can see that this 
route is longer than the route in industrial park and vehi-
cle speed in this route also changes more. Fortunately, the 
Bayesian vision-motion topological localization method is 
robust to these speed variations. Similarly, there are some 
outliers in image-level localization in urban roadway. The 
outliers can be eliminated in metric localization. After lo-
calization refinement and local features number checking, 
the localization results are shown in table 3. To evaluate 
the proposed method, we also use the method in [18] and 
general GPS localization for comparison. From the results, 
our method performs better than general GPS localization 
and the method in [18]. The mean of localization errors is 
0.45 frame and the standard deviation is 0.50 frame. The 
accuracy rate is 55.0%. Compared with the results in in-
dustrial park, the localization accuracy in urban roadway 
is lower than in industrial park. The reason is that traffic 
is more complicated and more vehicles on urban roadway. 
This question also appears in the other two methods. For-
tunately, the test accuracy is still less than 0.5 frames in 
urban roadway; our method can also meet the requirement 
of the intelligent vehicle localization in this route.

Afterwards, the vehicle pose was likewise computed. 
Fig. 14 shows the pose errors in urban roadway. As the 
localization accuracy is lower than in industrial park, 
the pose errors in this route are also larger than the er-
rors in industrial park. A few pose errors are even more 
than 1 meter. However, most of the errors are less than 
1 meter. The majority of them distribute between 0.5 m and 
0.8m. The mean error is about 0.59 m, which means that 
the accuracy also achieves sub-meter localization level. 
We also compare these results with general GPS method 
and the method in [18], which is shown in table 4. Although 
the accuracy in this route is lower than that in industrial 
park, the proposed method also performs better than gen-
eral GPS method and the method in [18]. It shows that our 
method has high accuracy in these two different routes. 
Furthermore, the standard deviation of our method is only 
0.22 m, which means our method has great robustness in 
different routes.

D. Localization Experiments in KITTI
The public KITTI data set is used to further validate the 
proposed method. The data set is a set of videos and con-
tinuous image frames containing various road scenes in 
Karlsruhe, Germany. There is a standard station wagon 
with two high-resolution color and grayscale video cam-
eras, accurate ground truth is provided by GPS localiza-
tion system and Velodyne laser scanner [30]. The station 
wagon is shown in Fig. 15. The testing ground is shown 
in Fig. 16.

The localization result is shown in table 5. As GPS lo-
calization system in this data set was accurate, which 

was not general GPS receiver; we did not use this local-
ization results as comparison. From the results, we can 
find that our method performs better than the method 
in [18]. The mean error of the proposed method is 0.36 
frames and the standard deviation is 0.48 frames. The lo-
calization accuracy is 64%. The test in this route performs 
better than in urban roadway and worse than in industr i-
al park. The max error for these 3 routes is 1 frame. 
Hence, we can make a conclusion that our method has 
high accuracy and great robustness in both public data 
set and testing routes.

Methods
Mean 
(frame)

Std. 
Dev(frame)

Max error 
(frame)

Rate of 
Zero Frame 
Accuracy

Proposed 
method

0.45 0.53 1 55.0%

General GPS 
localization

2.13 2.41 6 36.8%

Method in 
[18]

4.04 4.18 11 37.1%

 Table 3. Comparison of localization errors from the proposed  
method, general GpS localization, and the method in [18]  
in urban roadway.

Methods Mean(m) Std. Dev(m) Max error(m)

Proposed method 0.59 0.22 1.21

General GPS 
localization

5.41 3.81 12.8

Method in [18] 7.35 5.89 17.3

 Table 4. Comparison of pose errors from the proposed method, 
general GpS localization, and the method in [18] in urban roadway.
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V. Conclusions
This study has proposed an MS2ML method for intelligent 
vehicles by only using vision and a low-cost monocular 
camera. This method consists of coarse localization, im-
age-level localization and metric localization. In coarse 
localization, Bayesian vision-motion topological local-
ization method enables collections of a set of candidates 
and the proposal of this method can replace GPS local-
ization. In this method, vision-speed model and vision-
acceleration model are proposed to enhance localization 
accuracy. In image-level localization, firstly holistic 
feature can be generated by using SURF descriptor and 
then one node from candidates is selected through the 

combined application of holistic feature matching and 
Bayesian vision-motion topological localization. In met-
ric localization, result refinement is processed by solv-
ing a PnP problem. At last, we get the node that is closest 
to the query image and the vehicle pose. The proposed 
method has been proved to be valid on 2 testing routes 
in Wuhan China and another one in public data set. The 
total testing distance exceeds 7 km. Experiment results 
demonstrate that the average localization errors are less 
than 0.45 frame and the average pose errors are less than 
0.59  m. Compared with other methods, this one enjoys 
great robustness and high accuracy advantages. Therefore, 
it can be applicable in GPS blind areas. Moreover, there 
are some other models which can be added for further 
improvement of the MS2ML method, such as orientation 
model. In the future work, we will focus on incorporating 
orientations to the MS2ML method and further improve 
the localization accuracy.
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