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Abstract. This work describes a color Vision-based System intended to perform stable autonomous driving on
unmarked roads. Accordingly, this implies the development of an accurate road surface detection system that en-
sures vehicle stability. Although this topic has already been documented in the technical literature by different
research groups, the vast majority of the already existing Intelligent Transportation Systems are devoted to as-
sisted driving of vehicles on marked extra urban roads and highways. The complete system was tested on the
BABIECA prototype vehicle, which was autonomously driven for hundred of kilometers accomplishing differ-
ent navigation missions on a private circuit that emulates an urban quarter. During the tests, the navigation sys-
tem demonstrated its robustness with regard to shadows, road texture, and weather and changing illumination
conditions.
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1. Introduction

The main issue addressed in this work deals with the
design of a vision-based algorithm for autonomous ve-
hicle driving on unmarked roads.

1.1. Motivation for Autonomous Driving Systems

The deployment of Autonomous Driving Systems is a
challenging topic that has focused the interest of re-
search institutions all across the world since the mid

eighties. Apart from the obvious advantages related to
safety increase, such as accident rate reduction and hu-
man life savings, there are other benefits that could
clearly derive from automatic driving. Thus, on one
hand, vehicles keeping a short but reliable safety dis-
tance by automatic means allow to increase the capac-
ity of roads and highways. This inexorably leads to
an optimal use of infrastructures. On the other hand,
a remarkable saving in fuel expenses can be achieved
by automatically controlling vehicles velocity so as to
keep a soft acceleration profile. Likewise, automatic
cooperative driving of vehicle fleets involved in the
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transportation of heavy loads can lead to notable in-
dustrial cost reductions.

1.2. Autonomous Driving on Highways
and Extraurban Roads

Although the basic goal of this work is concerned with
the development of an Autonomous Driving System
for unmarked roads, the techniques deployed for lane
tracking in this kind of scenarios are similar to those
developed for road tracking in highways and structured
roads, as long as they face common problems. Nonethe-
less, most of the research groups currently working on
this topic focus their endeavors on autonomously navi-
gating vehicles on structured roads, i.e., marked roads.
This allows to reduce the navigation problem to the lo-
calization of lane markers painted on the road surface.
That’s the case of some well known and prestigious sys-
tems such as RALPH (Pomerleau and Jockem, 1996)
(Rapid Adapting Lateral Position Handler), developed
on the Navlab vehicle at the Robotics Institute of the
Carnegie Mellon University, the impressive unmanned
vehicles developed during the last decade by the re-
search groups at the UBM (Dickmanns et al., 1994;
Lutzeler and Dickmanns, 1998) and Daimler-Benz
(Franke et al., 1998), or the GOLD system (Bertozzi
and Broggi, 1998; Broggi et al., 1999) implemented
on the ARGO autonomous vehicle at the Universita di
Parma. All these systems have widely proved their va-
lidity on extensive tests carried out along thousand of
kilometers of autonomous driving on structured high-
ways and extraurban roads. The effectivity of these re-
sults on structured roads has led to the commercializa-
tion of some of these systems as driving aid products
that provide warning signals upon lane depart. Some
research groups have also undertaken the problem of
autonomous vision based navigation on completely un-
structured roads. Among them are the SCARF and
UNSCARF systems (Thorpe, 1990) designed to ex-
tract the road shape basing on the study of homoge-
neous regions from a color image. The ALVINN (Au-
tonomous Land Vehicle In a Neural Net) (Pomerleau,
1993) system is also able to follow unmarked roads af-
ter a proper training phase on the particular roads where
the vehicle must navigate. The group at the Universi-
tat der Bundeswehr, Munich, headed by E. Dickmanns
has also developed a remarkable number of works on
this topic since the early 80’s. Thus, autonomous guid-
ance of vehicles on either marked or unmarked roads
demonstrated its first results in Dickmanns and Zapp

(1986) and Dickmanns and Mysliwetz (1992) where
nine road and vehicle parameters were recursively es-
timated following the 4D approach on 3D scenes. More
recently, a combination of on- and off-road driving
was achieved in Gregor et al. (2001) using the EMS-
vision (Expectation-based Multifocal Saccadic vision)
system, showing its wide range of maneuvering capa-
bilities as described in Gregor et al. (2001). Likewise,
another similar system can be found in Lutzeler and
Dickmanns (2000) and Gregor et al. (2002), where a
real autonomous system for Intelligent Navigation in
a network of unmarked roads and intersections is de-
signed and implemented using edge detectors for lane
tracking. The vehicle is equipped with a four camera
vision system, and can be considered as the first com-
pletely autonomous vehicle capable to successfully
perform some kind of global mission in an urban-like
environment, also based on the EMS-vision system. On
the other hand, the work developed by the Department
of Electronics at the University of Alcala (UAH) in the
field of Autonomous Vehicle Driving started in 1993
with the design of a vision based algorithm for outdoor
environments (Rodriguez et al., 1998) that was imple-
mented on an industrial fork lift truck autonomously
operated on the campus of the UAH. After that, the de-
velopment of a vision-based system (Sotelo et al., 2001;
De Pedro et al., 2001) for Autonomous Vehicle Driving
on unmarked roads was undertaken until reaching the
results presented in this paper. The complete naviga-
tion system was implemented on BABIECA, an electric
Citroen Berlingo commercial prototype as depicted in
Fig. 1. The vehicle is equipped with a color camera, a
DGPS receiver, two computers, and the necessary elec-
tronic equipment to allow for automatic actuation on
the steering wheel, brake and acceleration pedals. Thus,
complete lateral and longitudinal automatic actuation
is issued during navigation. Real tests were carried out
on a private circuit emulating an urban quarter, com-
posed of streets and intersections (crossroads), located
at the Instituto de Automática Industrial del CSIC in
Madrid, Spain. Additionally, a live demonstration ex-
hibiting the system capabilities on autonomous driving
was also carried out during the IEEE Conference on
Intelligent Vehicles 2002, in a private circuit located at
Satory (Versailles), France.

The work described in this paper is organized in the
following sections: Section 2 describes the color vision
based algorithm for lane tracking. Section 3 provides
some global results, and finally, concluding remarks
are presented in Section 4.
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Figure 1. Babieca autonomous vehicle.

2. Lane Tracking

As described in the previous section, the main goal of
this work is to robustly track the lane of any kind of
road (structured or not). This includes the tracking of
non structured roads, i.e., roads without lane markers
painted on them.

2.1. Region of Interest

The original 480 × 512 incoming image acquired by
a color camera is in real time re-scaled to a low res-
olution 60 × 64 image, by making use of the system
hardware capabilities. It inevitably leads to a decrement
in pixel resolution that must necessarily be assessed.
Thus, the maximum resolution of direct measurements
is between 4 cm, at a distance of 10 m, and 8 cm at 20 m.
Nonetheless, the use of temporal filtering techniques
(as described in the following sections) allows to obtain
finer resolution estimations. As discussed in Bertozzi
et al. (2000) due to the existence of physical and conti-
nuity constraints derived from vehicle motion and road
design, the analysis of the whole image can be replaced
by the analysis of a specific portion of it, namely the
region of interest. In this region, the probability of find-
ing the most relevant road features is assured to be high
by making use of a priori knowledge on the road shape,
according to the parabolic road model proposed. Thus,
in most cases the region of interest is reduced to some

portion of image surrounding the road edges estimated
in the previous iteration of the algorithm. This is a valid
assumption for road tracking applications heavily rely-
ing on the detection of lane markers that represent the
road edges. This is not the case of the work presented
in this paper, as the main goal is to autonomously navi-
gate on completely unstructured roads (including rural
paths, etc). As will be later described, color and shape
features are the key characteristics used to distinguish
the road from the rest of elements in the image. This
leads to a slightly different concept of region of interest
where the complete road must be entirely contained in
the region under analysis.

On the other hand, the use of a narrow focus of at-
tention surrounding the previous road model is strongly
discarded due to the unstable behavior exhibited by the
segmentation process in practice (more detailed justifi-
cation will be given in the next sections). A rectangular
region of interest of 36 × 64 pixels covering the near-
est 20 m ahead of the vehicle is proposed instead, as
shown in Fig. 2. This restriction permits to remove non-
relevant elements from the image such as the sky, trees,
buildings, etc.

2.2. Road Features

The combined use of color and shape restrictions pro-
vides the essential information required to drive on
non structured roads. Prior to the segmentation of the
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Figure 2. Area of interest.

image, a proper selection of the most suitable color
space becomes an outstanding part of the process. On
one hand, the RGB color space has been extensively
tested and used in previous road tracking applications
on non-structured roads (Thorpe, 1990; Crisman and
Thorpe, 1991; Rodriguez et al., 1998). Nevertheless,
the use of the RGB color space has some well known
disadvantages, as mentioned next. It is non-intuitive
and non-uniform in color separation. This means that
two relatively close colors can be very separated in the
RGB color space. RGB components are slightly cor-
related. A color can not be imagined from its RGB
components. On the other hand, in some applications
the RGB color information is transformed into a differ-
ent color space where the luminance and chrominance
components of the color are clearly separated from each
other. This kind of representation benefits from the fact
that the color description model is quite oriented to hu-
man perception of colors. Additionally, in outdoor en-
vironments the change in luminance is very large due
to the unpredictable and uncontrollable weather con-
ditions, while the change in color or chrominance is
not that relevant. This makes highly recommendable
the use of a color space where a clear separation be-
tween intensity (luminance) and color (chrominance)
information can be established.

The HSI (Hue, Saturation and Intensity) color space
constitutes a good example of this kind of representa-
tion, as it permits to describe colors in terms that can be
intuitively understood. A human can easily recognize
basic color attributes: intensity (luminance or bright-
ness), hue or color, and saturation (Ikonomakis et al.,
2000). Hue represents the impression related to the pre-
dominant wavelength in the perceived color stimulus.
Saturation corresponds to the color relative purity, and

thus, non saturated colors are gray scale colors. Inten-
sity is the amount of light in a color. The maximum
intensity is perceived as pure white, while the mini-
mum intensity is pure black. Some of the most relevant
advantages related to the use of the HSI color space
are discussed below. It is closely related to human per-
ception of colors, having a high power to discriminate
colors, specially the hue component. The difference
between colors can be directly quantified by using a
distance measure. Transformation from the RGB color
space to the HSI color space can be made by means
of Eqs. (1) and (2), where V1 and V2 are intermediate
variables containing the chrominance information of
the color.
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This transformation describes a geometrical approx-
imation to map the RGB color cube into the HSI color
space, as depicted in Fig. 4. As can be clearly appreci-
ated from observation of Fig. 3, colors are distributed
in a cylindrical manner in the HSI color space. A sim-
ilar way to proceed is currently under consideration
by performing a change in the coordinate frames so as
to align with the I axis, and compute one component
along the I axis and the other in the plane normal to
the I axis. This could save some computing time by
avoiding going through the trigonometry.

Figure 3. Mapping from the RGB cube to the HSI color space.
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Although the RGB color space has been success-
fully used in previous works dealing with road seg-
mentation (Thorpe, 1990; Rodriguez et al., 1998), the
HSI color space has exhibited superior performance
in image segmentation problems as demonstrated in
Ikonomakis et al. (2000). According to this, we pro-
pose the use of color features in the HSI color space as
the basis to perform the segmentation of non-structured
roads. A more detailed discussion supporting the use
of the HSI color space for image segmentation in
outdoor applications is extensively reported in Sotelo
(2001).

2.3. Road Model

The use of a road model eases the reconstruction of
the road geometry and permits to filter the data com-
puted during the features searching process. Among the
different possibilities found in the literature, models re-
laying on clothoids (Dickmanns et al., 1994) and poly-
nomial expressions have extensively exhibited high
performance in the field of road tracking. More con-
cretely, the use of parabolic functions to model the pro-
jection of the road edges onto the image plane has been
proposed and successfully tested in previous works
(Schneiderman and Nashman, 1994). Parabolic mod-
els do not allow inflection points (curvature changing
sign). This could lead to some problems in very snaky
appearance roads. Nonetheless, the use of parabolic
models has proved to suffice in practice for autonomous
driving on two different test tracks including bended
roads by using an appropriate lookahead distance as
described in Sotelo (2003). On the other hand, some of
the advantages derived from the use of a second order
polynomial model are described below.

• Simplicity: a second order polynomial model has
only three adjustable coefficients.

• Physical plausibility: in practice, any real stretch of
road can be reasonably approximated by a parabolic
function in the image plane. Discontinuities in the
road model are only encountered in road intersec-
tions and, particularly, in crossroads.

According to this, we’ve adopted the use of second
order polynomial functions for both the edges and the
center of the road (the skeleton lines will serve as a ref-
erence trajectory from which the steering angle com-
mand will be obtained), as depicted in Fig. 5.

The adjustable parameters of the several parabolic
functions are continuously updated at each iteration of
the algorithm using a well known least squares estima-
tor, as will be described later. Likewise, the road width
is estimated basing on the estimated road model under
the slowly varying width and flat terrain assumptions.
The joint use of a polynomial road model and the previ-
ously mentioned constraints allows for simple mapping
between the 2D image plane and the 3D real scene us-
ing one single camera.

2.4. Road Segmentation

Image segmentation must be carried out by exploit-
ing the cylindrical distribution of color features in the
HSI color space, bearing in mind that the separation
between road and no road color characteristics is non-
linear. To better understand the most appropriate dis-
tance measure that should be used in the road segmen-
tation problem consider again the decomposition of a
color vector into its three components in the HSI color
space, as illustrated in Fig. 4. According to the previ-
ous decomposition, the comparison between a pattern
pixel denoted by Pp and any given pixel Pi can be di-
rectly measured in terms of intensity and chrominance
distance, as depicted in Fig. 5.

From the analytical point of view, the difference
between two color vectors in the HSI space can be

Figure 4. Road model.

Figure 5. Color comparison in HSI space.
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established by computing the distances both in the
chromatic plane, dchromatic, and in the luminance axis,
dintensity, as described in Eqs. (3) and (4).

dintensity = |Ip − Ii | (3)

dchromatic =
√

(Sp)2 + (Si )2 − 2Sp Si cos θ (4)

with

θ =
{ |Hp − Hi | if |Hp − Hi | < 180◦

360◦ − |Hp − Hi | if |Hp − Hi | > 180◦ (5)

where Hp, Hi , Sp, Si , Ip, and Ii represent the Hue,
Saturation and Intensity values of the pattern (p) and
given (i) pixels, respectively. As can be readily de-
rived from the previous equations, dchromatic measures
the distance between two 2D color vectors in the chro-
matic plane while dintensity provides the luminance dif-
ference between the pattern pixel and the pixel under
consideration. The cylindrical distribution of charac-
teristics in the HSI color space must be suitably ex-
ploited in order to provide an appropriate segmentation
method.

According to this, a cylindrical surface of separation
between the road and non-road classes is proposed in an
attempt to decouple chromatic changes from luminance
changes, as the latter are much greater in outdoor en-
vironments despite intensity is not a determinant char-
acteristic in the color segmentation process. In other
words, any given pixel i will be classified as road if
the chromatic distance (dchromatic) to the color pattern is
below some threshold Tchrom, and the intensity distance
(dintensity) is lower than some Tint. This constraints the
road pixels features in a cylinder around the pattern
color vector. Despite hue is the most powerful color
attribute for segmentation purposes, this feature is not
significant when the intensity is extremely low or ex-
tremely high. On the other hand, hue is unstable when
saturation is very low, as demonstrated in Gonzales and
Wood (1992). According to this, pixels are divided into
chromatic and achromatic as proposed in Ikonomakis
et al. (2000). Any given pixel is considered to be achro-
matic if its intensity is below 10% or above 90% of the
maximum normalized intensity, or if its saturation is
under 10% of the maximum normalized saturation, as
expressed in Eq. (6).

achromatic pixels:

I > 0.9Imax or I < 0.1Imax or S < 0.1Smax (6)

where Imax and Smax represent the maximum nor-
malized intensity and saturation values, respectively.
Achromatic pixels are segmented according to its in-
tensity value alone. Obviously, non-achromatic pixels
are automatically categorized as chromatic. The seg-
mentation of chromatic pixels is accomplished by ap-
plying the previously proposed cylindrical separation
in the HSI color space.

2.4.1. Adding Spatial Constraints. The quality of
road segmentation can be strongly enhanced by adding
spatial constraints according to the parabolic model
used to describe the road edges. Consider the polyno-
mial curve yc describing the trajectory of the central
points of the road, projected on the image plane as de-
picted in Fig. 6. In an intuitive manner, the probability
that a pixel is segmented as road is high if the pixel
is located close to the previous road model (as esti-
mated in the last iteration of the algorithm), described
by yc(t − 1). This is particularly true for short comput-
ing time algorithms considering that in practice, due
to physical constraints both in road curvature design
and in vehicle dynamics, either the road width or the
temporal road model yc(t) vary gradually between two
consecutive images. The last statement can be regarded
as the slow varying road width assumption, widely used
in previous works on road tracking (Kim et al., 1995;
Pomerleau and Jockem, 1996).

Incorporating spatial constraints in the segmentation
stage is not a trivial process that can be accomplished
in several ways. For each pixel in the image the dimen-
sion of the cylindrical surface used for segmentation is
modified according to the distance from the pixel under
consideration to the previously estimated road model
yc(t − 1), and thus, threshold values Tchrom and Tint are
modulated as a function of such distance. This turns the
segmentation stage into a position dependant process.

Figure 6. Parabolic model of the central points of the road.
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Figure 7. Computation of distance between pixel i and the previ-
ously estimated road model.

The distance dpi between any given pixel i with im-
age coordinates (xi , yi ) and the previous road model
yc(t − 1) is computed on the image plane as described
by Eq. (7). Graphically, the process is illustrated in
Fig. 7.

dpi = ∣∣yi − [
ac(t − 1) · x2

i + bc(t − 1) · xi + cc(t − 1)
]∣∣
(7)

The real distance di between the point correspond-
ing to the projection of pixel i on the 3D scene, and the
skeleton lines of the road is computed using the camera
calibration parameters under the flat terrain assump-
tion. This could be affected by the pitch angle of the
vehicle, as small changes do have a noticeable effect,
specially in minor roads with less smooth surface. In
such cases, the planar assumption would lead to some
errors in the road model computation. To compen-
sate for this problem the use of a stabilization sys-
tem is strongly recommended. Threshold values Tchrom

and Tint are then modified for each pixel according
to distance di previously computed. The theoretical
justification for this is the following. For each iteration
of the segmentation algorithm, road pixels are expected
to appear near (or around) the previously estimated
skeleton lines of the road. Thus, a pixel located far away
from the previous road model is most likely a pixel not
contained in the current road, even if their color prop-
erties are similar. In other words, the probability of
such pixel to belong to the current road is small. Ac-
cordingly, the proposed modification is accomplished
so as to provide low threshold values for pixels far
away from the previous road model. Thus, for pixels
clearly located out of the road trajectory, the chromatic
and luminance distances to the road pattern color fea-
tures should be very small in order to effectively be
segmented as part of the road. On the contrary, for pix-
els near the skeleton lines of the previous road model
those distances are admitted to be larger. This means
that the probability of a pixel to be segmented as road
decreases as the distance between the pixel and the road

model increases. Clearly, the goal of this technique is to
reinforce the segmentation of road pixels near the skele-
ton lines of the road. From the analytical point of view,
the proposal reflects an exponential variation of thresh-
old values Tchrom and Tint for each individual pixel
i as a function of d, according to the expression in
Eq. (8).

�c(d) = exp
−K ·d

Ŵ (t−1) ·Tc(t − 1)

�I (d) = exp
−K ·d

Ŵ (t−1) ·TI (t − 1)
(8)

where �c(d) and �I (d) represent the threshold val-
ues for the chromatic and luminance distances, respec-
tively, for a pixel located at a distance d from the pre-
vious model, Tc(t − 1) and TI (t − 1) are the maximum
threshold values estimated in the previous iteration, and
K is an empirically determined parameter devised to
control the threshold value, particularly for pixels lo-
cated in the surroundings of the road edges. In practice,
K is determined so that the threshold value is 70%
of the maximum threshold, for pixels located at a dis-
tance from the model dw = Ŵ (t −1)/2. This empirical
value has demonstrated to be appropriate after practi-
cal trials and to allow for a stable segmentation process,
yielding the numerical value for variable K depicted in
Eq. (9).

K = −2 · ln(70/100) (9)

A chromatic pixel i is classified as road if it simulta-
neously verifies that dchrom < �c(d) and dint < �I (d),
while an achromatic pixel is segmented as road if the
single condition dint < �I (d) is satisfied. Obviously,
the initial choice of Tc(0) and TI (0) becomes a critical
decision whose justification is fully detailed in the next
section. On the other hand, the maximum threshold
values Tc(t) and TI (t) must be dynamically updated so
as to adapt the segmentation process to changing color
and luminance conditions. To carry out this, the root
mean squared values of the chromatic and luminance
distances to the road pattern, dchrom,rms and dint,rms, are
computed for each pixel classified as road. The maxi-
mum threshold values for the next iteration, Tc(t + 1)
and TI (t + 1), are calculated as described in Eq. 10 de-
pending on dchrom,rms(t), dint,rms(t), and an exponential
factor essential to guarantee the stability of the segmen-
tation process. This leads to threshold values for the
next iteration, �c(d)|t+1 and �I (d)|t+1, exactly equal
to dchrom,rms(t) and dint,rms(t), respectively, for pixels
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located on the road edges (d|t+1 = Ŵ (t)/2).

Tc(t + 1) = dchrom,rms(t) · e
K
2

TI (t + 1) = dint,rms(t) · e
K
2

(10)

2.4.2. Initial Segmentation. An initial road pattern
color vector must be determined so as to provide correct
features reference for the first iteration of the classifica-
tion process. As can be easily imagined, no universal
road features vector could be a priori considered re-
garding that the system should work in a long variety
of different and complex scenarios, ranging from ur-
ban roads to rural paths. An initial road pattern color
vector is computed from the information contained in
the first image in a non-supervised manner, assum-
ing that the road is well within the field of view (at
least one edge of the road should be visible). The color
features of pixels near the skeleton lines of the initial
road model are averaged to obtain the road pattern,
as the probability that those pixels belong to the road
is quite high. This leads to the need for determining
the initial equation of the skeleton lines of the road
yc(0) = ac(0) · x2 + bc(0) · x + cc(0). An iterative pro-
cedure is then started aiming at finding the initial road
model. This model is intended to serve as the initial
reference around which a set of pixels is selected to
compute a candidate road pattern color vector. Seven a
priori road models are utilized for this purpose, as de-
picted in Fig. 8. The choice of these models has been
made according to the position of the camera and its
calibration parameters.

For each model, a set of M pixels is randomly se-
lected in a surrounding of 1 m around the skeleton lines
of the model. The HSI color features of the M selected
pixels are averaged to yield a candidate road pattern
color vector for road model i (Ipi , Hpi , Spi ), as indi-
cated in Eq. (11), where a set of M = 10 pixels has

Figure 8. A priori road models used to determine the initial road
pattern.

experimentally proved sufficient to yield a representa-
tive road pattern color vector.

Ci =
M∑

k=1

Ski · cos(Hki )

Si =
M∑

k=1

Ski · sin(Hki )

Hpi = arctan(Si/Ci )

Spi =
√

C2
i + S2

i

Ipi = 1

M

M∑
k=1

Iki

(11)

The maximum threshold values Tc(0) and TI (0)
are determined according to the quadratic distances
dchrom,rms−pi and dint,rms−pi between the M selected pix-
els and the candidate road pattern vector for model i
(Hpi , Spi , Ipi ), obtained as described in Eqs. (12) and
(13).

dchrom,rms−pi =
√√√√ 1

M

M∑
j=1

d2
jchrom−pi

dint,rms−pi =
√√√√ 1

M

M∑
j=1

d2
jint−pi

(12)

Tc(0) = dchrom,rms−pi · e
K
2

TI (0) = dint,rms−pi · e
K
2

(13)

where djchrom−pi and djint−pi represent respectively the
chromatic and intensity distances between pixel j and
the candidate road pattern vector given by model i .
The segmentation of the image is then carried out as
described in the previous sections, using the candidate
road pattern vector and an initial road width W (0) =
6m (which is the standard width for a two lanes urban
road. Likewise, it is similar to the standard width for
extraurban roads with only one lane for each driving
direction, which are the only ones considered in this
approach). The quality of the resulting segmentation
is evaluated by means of S0i . Index S0i is intended to
validate the resulting segmentation by measuring the
correlation between the initial road model i and the
road segmentation obtained using the candidate road
pattern color vector computed from road model i . The
process is graphically illustrated in Fig. 9.

Analytically, S0i is defined as the number of road
pixels in road model i matching the road pixels in the
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Figure 9. Comparison between road model i and the initial road
segmentation obtained using such model.

initial segmented image using such model. The final
value is normalised by the total number of pixels in the
image (P), as Eq. (14) shows.

S0i = 1

P

P∑
k=1

[1 − dH (Vki,Vk0i )] (14)

where Vki represents the binary value of segmented
pixel k (0 stands for road and 1 for no road), Vk0i is the
binary value of pixel k in the initial segmentation using
road model i , and dH is the Hamming distance. Thus,
a value of S0i close to unity represents a high corre-
lation between the segmentation and model i , doubt-
less indicating that model i is fit to represent the real
shape of the road in the image plane. A minimum value
S0i,min = 0.7 is empirically established in order to vali-
date the resulting segmentation. The validation process
is recursively iterated until one of the N a priori road
models yields a proper segmentation result. If no a pri-
ori model succeeds in doing so, the width for all road
models is modified in an amount of ±5% the nominal
width. If the model road width reaches a modification
of ±20% the nominal width without producing a valid
segmentation, the iterative process is restarted from the
standard value W = 6 m just where it started, until the
appearance of the road allows for an appropriate initial
segmentation. The complete algorithm to perform the
initial segmentation is depicted in Fig. 10.

Experimental results have successfully proved the
ability of the proposed strategy to carry out the initial
segmentation, yielding reasonably neat binary images
for arbitrary initial vehicle orientations, while keeping
the processing time under 1 ms for most of the ex-
periments conducted on a real scenario, as depicted in
Fig. 11. To enhance the quality of the segmentation pro-
cess, the resulting binary image is reinforced by a mor-
phological opening operation (using a cross-shaped
3 × 3 structuring element) followed by the removal
of small white blobs corresponding to segmentation

Figure 10. Algorithm for initial segmentation.

noise. The benefits derived from these operations can
be graphically appreciated in Fig. 12.

2.5. Handling Shadows and Brightness

Shadows and brightness on the road are admittedly the
greatest difficulty in vision based systems operating
in outdoor environments (Bertozzi and Broggi, 1998).
The problem affects the detection of both lane markings
and road edges in general, becoming specially danger-
ous at some particular hours of the day when the sun
directly shines onto the image plane, deriving in situ-
ations where loss of tracking occurs. In order to deal
with this problem, some authors propose to improve
the dynamic range of visual cameras (Bertozzi et al.,
2000) so as to tackle strong luminance changes, when
entering or exiting tunnels for instance, or to enhance
the sensitiveness of cameras to the blue component
of colors. A different approach undertakes alone the
problem of shadows by attenuating their effects us-
ing an appropriate software pre-processing technique,
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Figure 11. Examples of initial segmentations.

Figure 12. Segmentation results after morphological post-
processing. (a) Original image. (b) Original segmentation. (c) Seg-
mentation after morphological post-processing.

relaying on physical properties of shaded road pixels.
On one hand, shaded road pixels exhibit lower inten-
sity values than their neighbors corresponding to non-
shaded road pixels. On the other hand, the normalized
blue component is generally predominant over the nor-
malized red and green components, as discussed in
Pomerleau (1993). According to this, the addition of
both the blue and the normalized blue components is
then exploited to attenuate the effect of shadows, to
some extent. This approach is intended to yield a low
resolution gray scale image that serves as input for a
neural network that directly obtains the vehicle turn-
ing angle, assuming that no color information is used
thereinafter.

In the current work, a slightly different strategy is
formulated so as to enhance the resulting segmentation
against the effects of both shadows and brightness. This

is realized by accounting for color properties of pixels
located within the road edges, as estimated in the previ-
ous iteration of the algorithm, in an attempt to incorpo-
rate spatial constraints in the shadows and brightness
attenuation process. Thus, color features of pixels lo-
cated within the limits of the road, but classified as
non-road after the segmentation process, are consid-
ered for brightness and shadows attenuation. Shaded
pixels should exhibit an intensity value lower than the
average intensity of road pixels, while presenting a pre-
dominant normalized blue component. Those pixels
complying with the conditions previously described,
and analytically expressed in Eq. (15), are assumed to
belong to a shadow on the pavement and will be conse-
quently reclassified as road pixels. It must be remarked
that this is approximately true for any kind of real road,
no matter the color of it.

b ≥ 1

3
I ≤ Iroad,avg − 2 · σroad

(15)

where b stands for the normalized blue component;
Iroad,avg represents the average intensity value of all
road pixels, and σroad is the standard deviation of the
intensity distribution of road pixels. This technique per-
mits to enhance the road segmentation in presence of
shadows, and remarkably contributes to improve the
robustness of the color adaptation process, particularly
in stretches of road largely covered by shadows. To
graphically illustrate the benefits derived from this op-
eration, Fig. 13 shows an example of road segmentation
in presence of shadows. As can be appreciated, the road
edges are neatly distinguished after the attenuation of
shadows.
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Figure 13. Attenuation of shadows. (a) Original shaded images.
(b) Segmentation without attenuation of shadows. (c) Segmentation
after attenuation of shadows.

Analogously, a brightness attenuation technique has
been devised. In this case, pixels initially classified as
non-road but located within the road edges and ex-
hibiting higher intensity values than the average road
pixels, are assumed to correspond to brightness on the
pavement caused by the sun, and consequently will be
re-classified as road-pixels. Analytically the condition
is formulated in Eq. (16).

I ≥ Iroad,avg + 2 · σroad (16)

where Iroad,avg and σroad are the same variables consid-
ered in Eq. (15). After applying the condition estab-
lished by Eq. (16), white blobs due to brightness are
removed from the segmentation as depicted in Fig. 14.

Figure 14. Brightness attenuation. (a) Original image with bright-
ness on the pavement. (b) Segmentation without brightness attenua-
tion. (c) Segmentation after brightness attenuation.

The improvement achieved by attenuating both bright-
ness and shadows, as described, permits to handle real
images in real and complex situations with an extraordi-
nary high performance, becoming an outstanding point
of this work.

2.6. Estimation of Road Edges and Width

The estimation of the skeleton lines of the road and its
edges is carried out basing on parabolic functions, as
previously described. These polynomial functions are
the basis to obtain the lateral and orientation error of
the vehicle with respect to the center of the lane.

2.6.1. Initial Conditions. As previously mentioned,
the initial segmentation was derived basing on basic
pattern i , whose width and edges are regarded as the
initial values for the estimation process, i.e, Ŵ (t =
0) = Wi , ŷl(0) = yli , ŷc(0) = yci , and ŷr (0) = yri ,
where Ŵ (t = 0) represents the initial estimation of
road width, and Wi is the width of basic pattern i . On the
other hand, ŷl(0), ŷc(0), ŷr (0) are the initial estimations
for the left edge, right edge, and skeleton lines of the
road, respectively, while yli , yri,yci stand for the left
edge, right edge, and skeleton lines of basic pattern i .

2.6.2. Estimation of the Skeleton Lines of the Road.
The skeleton lines of the road at current time instant,
ŷc(t), is estimated based on the segmented low resolu-
tion image and the previously estimated road trajectory,
ŷc(t − 1). Temporal correlation among measurements
obtained at different instants of time is considered, as
well as the number of data used to carry out the estima-
tion, so as to enhance the road estimation process. Ac-
cordingly, a weighted-recursive least squares estimator
with exponential decay is utilized for this purpose as
initially proposed in Schneiderman et al. (1994). The
analytical formulation of this filtering technique is quite
similar to that of Kalman filter.

2.6.2.1. Data Measurement. The objective of this first
stage is to extract a number of candidate points associ-
ated to the skeleton lines of the road at time instant t .
For each line k in the region of interest the maximum
road width is determined based on the segmented im-
age, as depicted in Fig. 15. The middle point of each
maximal road width line k is considered as candidate,
and its coordinates (yt,k, xt,k) are validated if the road
width of line k is greater than some threshold. This
intends to account for noise rejection.
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Figure 15. Maximum road width for each line in the region of
interest.

2.6.2.2. Data Association and Validation. In order to
provide the algorithm with noise rejection capacity,
only candidate pixels whose distance to the previous
estimation ŷc(t −1) is under some threshold V are val-
idated and associated to the current measurement of the
skeleton lines of the road. This permits to establish a
validation area around the previous road model as de-
picted in Fig. 16. All measurements residing out of the
validation area are discarded and regarded as invalid
measurements.

Figure 17 depicts the points measured for a se-
quence of four images in a real scenario, using the
proposed validation area, where a T-junction appears
on the left hand side as a perturbation. The validation
process should remove this perturbation and help ob-
tain an appropriate road model update. For this pur-
pose, measurements corresponding to lines where the
maximum road width coincides with the image width

Figure 16. Validation area for measurements associated to the
skeleton lines of the road.

Figure 17. Data associated to the skeleton lines of the road in a
sequence of images where a T-junction is traversed.

(i.e., lines where only road pixels are perceived), are
also disregarded as valid measurements as long as
those lines don’t provide any information about the
road edges. The effect of these false measurements can
be graphically appreciated as straight segments in the
bottom-middle part of the example images illustrated in
Fig. 17.

2.6.2.3. Road Model Update. Measurements vali-
dated in the last stage constitute the starting point for
updating the parabolic road model. As previously men-
tioned, a weighted-recursive least squares estimator
with exponential decay is proposed to perform the es-
timation of the skeleton lines of the road. In spite of
being a well-known and well-documented theory, we
repeat the basic equations in this paper for complete-
ness reasons. Thus, the estimation is realized in three
steps as described below.

(a) Update prediction.

ẑ(t) = φT (t) · θ (t − 1) (17)

(b) Update state covariance estimate.

P(t) = 1

λ
[P(t − 1) − [P(t − 1)φ(t)

· (λI + φT (t)P(t − 1)φ(t))−1 · φT (t)PT (t − 1)]]

(18)
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(c) Update state estimate.

θ (t) = θ (t − 1) + G(t) · [z(t) − ẑ(t)] (19)

with

G(t) = P(t − 1)φ(t) · (λI + φT (t)P(t − 1)φ(t))−1

z(t) =




yt,1

yt,2

· · ·
yt,Nt


 θ (t − 1) =




c

b

a




φT (t) =




1 xt,1 x2
t,1

1 xt,2 x2
t,2

· · · · · · · · ·
1 xt,Nt x2

t,Nt




where θ (t − 1) represents the state estimation at the
previous iteration of the algorithm, i.e., at time instant
t−�Tv (�Tv is the sampling period of the road tracking
algorithm), λ is a scalar value that can vary in the range
0 ≤ λ ≤ 1, and P(t −1) stands for the state covariance
at the previous time step. To achieve a proper trade-
off between robustness and transient response, λ has
been experimentally set to 0.7, exhibiting an adequate
performance in real tests. To illustrate the estimation
process, Fig. 18 shows the results achieved upon a se-
quence of real images, using the proposed formulation.

Figure 18. Estimation of the skeleton lines of the road in a sequence
of real images.

2.6.3. Road Edges Estimation. The estimation of
road edges is realized using the same filtering tech-
nique described in the previous section. Measurements
for the left and right road edges are validated and en-
hanced based on three fundamental points: the estima-
tion of the skeleton lines of the road at current time t ,
the estimation of road width at time t−1, and the slowly
varying road width assumption. Thus, a validation area
is also established for the left and right measurements,
as depicted in Fig. 19. The locations of the left and
right validation areas are based on the skeleton lines of
the road estimated at time t , and the estimated width
at time t − 1. The left edge validation area is placed
on the left, Ŵ (t − 1)/2 meters away from the skeleton
lines of the road ŷc(t), while the right edge validation
area is obviously located to the right, at Ŵ (t − 1)/2
meters from ŷc(t).

Consequently, for each line in the area of interest,
the closest measurements to the middle of the left edge
validation area, defined by ŷc(t)−Ŵ (t −1)/2, and right
edge validation area, defined by ŷc(t) + Ŵ (t − 1)/2,
are considered and validated if the distance to the re-
spective edge reference is below V = 1 m. The esti-
mations of the left and right edges are independently
carried out basing on the validated measurements for
each edge (Nlt points for the left edge and Nrt for the
right edge), while having different covariance matri-
ces (Pl(t) for the left edge, Pr (t) for the right edge).
Upon the conclusion of the estimation process, vector
θl(t) = (al , bl , cl)T determines the coefficients of the
parabolic polynomial that approximates the left road
edge, while θr (t) = (ar , br , cr )T determines the coeffi-
cients for the right edge. A complete example of image

Figure 19. Validation areas for edge measurements.
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Figure 20. A complete example. (a) Real image. (b) Segmentation
of the region of interest. (c) Validated edge points. (d) Road edges
estimation.

segmentation, edge points extraction, and road edges
estimation is depicted in Fig. 20. Likewise, Fig. 21 de-
picts the estimation of road edges and skeleton lines in
a sequence of images in which another vehicle is pre-
ceding the ego-vehicle, projecting its shadow on the
pavement. The position of the lower part of the vehicle

Figure 21. Estimation of road edges and skeleton lines in presence
of another vehicle.

is highlighted by a black square box in the image. The
detailed description of the vehicle detection algorithm
deployed in this work is out of the scope of this paper
and can be found in Sotelo (2001). Although properly
parameterized edge-based methods can also be used to
detect the road edges (Lutzeler and Dickmanns, 2000),
the consideration of color properties of the complete
road surface, as proposed in this paper, serves also for
vehicle detection reinforcement.

2.6.4. Road Width Estimation. The road width is
an essential parameter in the complete road tracking
scheme. Its estimation is realized on the basis of the pre-
viously mentioned slowly varying road width assump-
tion. An individual road width measure wi is obtained
for each line in the region of interest, by computing the
difference between the left and right edges (ŷl(t)|x=xi

and ŷr (t)|x=xi , respectively) as expressed in Eq. (20).

wi = ŷr (t)|x=xi − ŷl(t)|x=xi (20)

Measurements wi obtained in the image plane are
properly corrected, using the calibration parameters, to
yield real measurements in the 3D scene. The average
road width measure at time t , W (t), is computed using
the individual measurements for each line, normalized
by the number of valid measurements in the region of
interest Nrdi, as in Eq. (21).

W (t) = 1

Nrdi

Nrdi∑
i=1

wr.i (21)

The slowly varying road width assumption is incor-
porated using a recursive least squares based estimator,
similar to those employed for the estimation of road
edges. This permits to issue a smooth estimation of
the road width. Its analytical formulation is presented
below.

m̂(t) = Ŵ (t − 1) (22)

Pw(t) = 1

λw

(Pw(t − 1) − Kw(t)PT (t − 1)) (23)

Ŵ (t) = Ŵ (t − 1) + Kw(t)(W (t) − m̂(t)) (24)

with

Kw(t) = Pw(t − 1)/(λw + Pw(t − 1)) (25)

where m̂(t) represents the prediction of the current
state, and Pw(t) stands for covariance of the estimated
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Figure 22. Estimation of road edges and width in a sequence of
images.

width. In practice, proper results have been achieved
using λw = 0.8. To graphically illustrate the whole pro-
cess, Fig. 22 depicts a sequence of road images show-
ing the estimation of the skeleton lines and edges of the
road, as well as the estimated road width. Although the
resolution of measurements is not high enough to ob-
tain 1 cm accuracy in road width, it is possible to obtain
such values using recursive estimators as described in
this section.

2.7. Road Color Features Update

After completing the road edges and width estimation
process, the HSI color features of the road pattern are
consequently updated so as to account for changes in
road appearance and illumination. Intuitively, pixels
close to the skeleton lines of the road present color
features that highly represent the road color pattern.
Accordingly, a set of Np = 8 pixels in a region of 1 m
surrounding the central estimation of the road, ŷc(t),
is randomly chosen as depicted in Fig. 23. Obviously,
the selected pixels are only validated if they have been
segmented as road pixels at the current iteration.

The HSI color features of the road pattern are prop-
erly averaged based on the individual HSI character-
istics of the selected pixels, as shown in Eqs. (26)

Figure 23. Random pixel selection for HSI road pattern update.

and (27).

CM =
Np∑

k=1

Sk · cos(Hk)

SM =
Np∑

k=1

Sk · sen(Hk)

Hp = arctan(SM/CM )

Sp =
√

C2
M + S2

M

(26)

Ip = 1

Np

Np∑
k=1

Ik (27)

The adaptation process described in this section
proves to be crucial in practice to keep the segmenta-
tion algorithm under stable performance upon illumi-
nation changing conditions and color varying asphalt.
The complete road tracking scheme is graphically sum-
marised in the flow diagram depicted in Fig. 24.

2.8. Discussion of the Method

The global objective of this section is to put the road
tracking algorithm under test in varied real circum-
stances. Thus, we propose to analyse the system per-
formance on different non-structured roads in strongly
changing weather and illumination conditions as de-
scribed below.

2.8.1. Non-Structured Roads. In a first set of trials,
the road tracking algorithm is evaluated on a private test
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Figure 24. Road tracking flow diagram.

circuit. Figure 25 depicts an example of road segmen-
tation obtained on this scenario. As appreciated from
observation of Fig. 25, the road edges can be neatly
distinguished in the segmented image, allowing a clear
estimation in real experiments.

In a second trial, similar experiments were conducted
on rural roads. As observed in Fig. 26, a central lane

Figure 25. Road segmentation obtained on a private circuit.

Figure 26. Segmentations obtained on rural roads.

marker is clearly painted on the asphalt, while no lane
markers are present at all near the road edges. In spite of
these structural conditions, the segmentations depicted
in Fig. 26 strongly support the ability of the road track-
ing algorithm to successfully perform in this kind of
scenario. On the other hand, as can be appreciated in
Fig. 26, small focal length cameras should be used in
order to allow for high speed driving in wide roads with
high curvature. Otherwise, the driving behavior would
lead to oscillations.



A Color Vision-Based Lane Tracking System 111

Figure 27. Segmentation and road edges estimation on urban areas
in presence of (a) a zebra crossing and (b) other vehicles.

The system has also been evaluated on a University
Campus using a set of recorded images. Thus, Fig. 27
depicts two different and representative situations on
urban driving. On one hand, Fig. 27(a) shows the seg-
mentation and road edges estimation in presence of a
zebra crossing. As can be observed, the segmentation
algorithm provides an efficient filtering for this kind of
perturbation, while preserving correct estimation of the
road edges. During the color model update, only those
pixels that were segmented as road before the morpho-
logical filtering step can be chosen to enter the model.
Thus, white lines painted on the road as well as zebra
crossing lines don’t affect the model update process. On
the other hand, they don’t affect either the road segmen-
tation process itself, as white lines and zebra crossings
lines are segmented as road after morphological fil-
tering and shadows and brightness attenuation due to
its high intensity value. The results obtained in pres-
ence of other vehicles parked on the left hand side of
the road are illustrated in Fig. 27(b). Correct segmen-
tation and edges estimation are also achieved in this
case.

In a final trial, the road tracking scheme is put
under evaluation on roads without asphalt. Accord-
ingly, the edges of a narrow rural path are esti-
mated basing on the road segmentation, as depicted in
Fig. 28.

2.8.2. Robustness Against Environmental and
Weather Conditions. In this section, the performance
of the road tracking algorithm is evaluated under dif-
ferent environmental and weather conditions, so as to

Figure 28. Segmentation and road edges estimation on a rural path
without asphalt.

verify the validity and generality of the segmentation
and updating scheme. All tests described in this section
were conducted on a private circuit.

2.8.2.1. Sunny Conditions. The excessive amount of
luminance becomes a major problem when dealing
with road images in a sunny day. All pixels in the im-
age tend to have similar intensity values, and thus, color
differences in the HSI chromatic plane become crucial
for segmentation purposes. In spite of having achieved
correct performance in real experiments under sunny
conditions in general terms, a few remarks must be
pointed out.

There exist limitations in the schedule of appli-
cability due to direct incidence of sunrays onto the
camera lens when driving into the sun, just after sun-
rise and before sunset on strongly sunny days. Ac-
cordingly, autonomous navigation becomes dangerous
and non-advisable under these conditions that obvi-
ously depend on the latitude and the season of the
year.

The presence of strong and large shadows on the road
especially after sunrise may complicate the segmenta-
tion process to the extent of making recommendable
to decrease vehicle velocity, in order to avoid driving
oscillations. Nevertheless, transitions from shaded to
sunny areas as well as navigation on completely shaded
zones are adequately managed by the segmentation
and updating algorithm out of the critical hours before
mentioned.

2.8.2.2. Cloudy and Rainy Conditions. The amount
of intensity in the image strongly decreases on cloudy
and rainy days. Paradoxically, this circumstance eases
the discrimination process between road and non-road
pixels, as color differences become larger. Figure 28
depicts a typical example of image segmentation
and road edges estimation on cloudy conditions. As
can be observed, the high quality of the road seg-
mentation shown in Fig. 29 supports the previous
discussion.
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Figure 29. Segmentation and edges estimation on cloudy
conditions.

Figure 30. Segmentation and edges estimation on rainy conditions.

Figure 31. Segmentation and road edges estimation on post-rainy
conditions.

Likewise, the road takes quite a characteristic color
on rainy days because of the water on it. This also
contributes to a better and easier separation between
road and non-road pixels, as graphically demonstrated
in Fig. 30, where both the image segmentation and
road edges estimation are illustrated for a typical rainy
scene.

However, the most dangerous situation takes place
after the rain stops, as the asphalt gets dry in a non-
homogeneous manner. This situation derives in the
appearance of dark spots on the road due to wet
areas, as depicted in Fig. 31. Fortunately, the seg-
mentation process (including the small blobs removal
stage) properly manages these circumstances allow-
ing to obtain high quality segmentations, as shown in
Fig. 31.

2.8.2.3. Foggy Days. In general, autonomous navi-
gation is not advisable on foggy days, even for hu-
mans. In spite of this, proper segmentations can be
obtained under non-heavy foggy conditions, as de-
picted in Fig. 32. In this case the camera orientation
and region of interest were slightly modified so as to

Figure 32. Road segmentation on non-heavy foggy conditions.

cover the bottom part of the image, where the con-
trast is high enough for color segmentation under these
circumstances.

3. Implementation and Results

The complete navigation system described in the pre-
vious sections has been implemented on the so-called
Babieca prototype vehicle, depicted in Fig. 1, that has
been modified to allow for automatic velocity and steer-
ing control at a maximum speed of 90 km/h, using
the non linear control law developed in Sotelo (2001).
Babieca is equipped with a color camera, a Pentium PC,
and a set of electronic devices to provide actuation over
the accelerator and steering wheel, as well as to encode
the vehicle velocity and steering angle. The color cam-
era provides standard PAL video signal at 25 Hz that is
processed by a Meteor frame grabber installed on a 120
MHz Pentium running the Real Time Linux operating
system. After implementing the complete navigation
system under Real Time Linux using a pre-emptive
scheduler (Barabanov, 1997), the lane tracking vision
based task gets executed at 10 frames/s. Practical ex-
periments were conducted on a private circuit located
at the Instituto de Automática Industrial in Arganda
del Rey (Madrid). The circuit is composed of several
streets and intersections, trying to emulate an urban
quarter. Babieca has ran over hundreds of kilometers
in lots of successful autonomous missions carried out
along the test circuit. As stated in Section 1, a live
demonstration exhibiting the system capabilities on au-
tonomous driving was also carried out during the IEEE
Conference on Intelligent Vehicles 2002, in a private
circuit located at Satory (Versailles), France. In order
to complete the graphical results depicted in the previ-
ous sections, and to illustrate the global behavior of the
complete navigation system implemented on Babieca,
some general results are shown next. Thus, Fig. 33
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Figure 33. Real trajectory followed by the vehicle in an au-
tonomous mission.

Figure 34. Transient response of the lateral and orientation error for v = 20 km/h.

Figure 35. Transient response of the lateral and orientation error for v = 50 km/h.

shows the 2D real trajectory followed by Babieca (us-
ing UTM coordinates as measured by a DGPS re-
ceiver onboard the vehicle), including several sharp
bends.

On the other hand, various practical trials were con-
ducted so as to test the validity of the control law for
different initial conditions in real circumstances. Dur-
ing the tests, the reference vehicle velocity is assumed
to be kept constant by the velocity controller. Figures 34
and 35 show the transient response of the vehicle lateral
and orientation error for reference velocities of 20 km/h
and 50 km/h, respectively. Relative measurements
during the tests were obtained from a DGPS receiver
in order to support the ability of the vision-based al-
gorithm to correctly locate the vehicle in the lane. In
all cases, the vehicle starts the run at an initial lateral
error of about 1 m and an initial orientation error in the
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range ±5◦. As can be clearly appreciated, the steady
state response of the system is satisfactory for both ex-
periments. Thus, the lateral error is bound to ±5 cm
at low speeds and ±25 cm at v = 50 km/h, while the
absolute orientation error in steady state remains below
1◦ in all cases.

To complete these results a wide set of video files
demonstrating the operational performance of the sys-
tem in real tests can be retrieved from ftp://www.
depeca.uah.es/pub/vision.

4. Conclusions

The road segmentation algorithm based on the HSI
color space and 2D-spatial constraints, as described in
this work, has successfully proved to provide correct
estimations for the edges and width of non-structured
roads, i.e., roads without lane markers. The practical
results discussed above also support the validity of the
method for different environmental and weather con-
ditions, as demonstrated so far. On the contrary, there
exist some limitations in the use of the road track-
ing algorithm just after sunrise and before sunset in
very sunny days, but only when driving into the sun
due to direct incidence of sunrays onto the camera
plane. Otherwise, there will be long shadows but the
system performs well. The most remarkable feature
of the road tracking scheme described in this work is
its ability to correctly deal with non-structured roads
by performing a non-supervised color-based road seg-
mentation process. The system may be used for driver
assistance or for the implementation of autonomous
guidance. For this purpose, the position of the ego-
vehicle in the lane (lateral and orientation error) is
computed using as references the estimated skeleton
lines of the road and its edges. The validity and gen-
erality of the algorithm presented in this paper is plau-
sibly supported by real experiments. In fact, as previ-
ously stated, the complete system has been successfully
tested on two different private circuits under different
weather conditions. Nonetheless, a lot of work still re-
mains to be done until a completely robust and reli-
able autonomous system can be fully deployed in real
conditions.
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include bioengineering, computer vision, system control, and neural
networks. He is the author of more than 50 referred publications in
international jounals, book chapters, and conference proceedings.


