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Abstract - In this paper, it is presented an algorithm for processing
visual data to obtain relevant information that will be afterwards
used to track the different moving objects in complex indoor
environments. In autonomous robots applications, visual detection
ofthe obstacles in a dynamic environmentfrom a mobile platform is
a complicated task. The robustness of this process isfundamental in
tracking and navigation reliability for autonomous robots. The
solution exposed in the document is based on a stereo-vision system;
so that 3D information related to each object position in the local
environment of the robot is extracted directly form the cameras. In
the proposed application, all objects, both dynamic and static, in the
local environment of the robot but the structure of the environment
itself are considered to be obstacles. With this specification a
distinction between building elements (ceiling, walls, columns and
so on) and the rest of items in the robot surroundings is needed.
Therefore, a classification has to be developed altogether with the
detection task. On the other hand, the obtained data can be used to
implement a partial reconstruction of the environmental structure
that surrounds the robot. All these algorithms explained in detail in
the following paragraphs and visual results are also included at the
end ofthe paper.

Keywords - Stereo-vision, tracking, dynamic-crowded indoor
environments.

I. INTRODUCTION

Visual tracking is one of the areas of greatest interest in
robotics, as it is related with many topics such as visual
surveillance or mobile robots navigation. Multiple
approaches to this problem have been, therefore, developed
by the researching community during the last decades.
Among all these solutions an interesting classification can be
done according to the method used to detect or extract
information about the objects in the scene from the image:

1) If a static camera is used: background subtraction is
generally applied to extract the image information that
corresponds to dynamic objects in the scene. This method is
very spread among the research community ([3], [4], [1], [2]),
mainly in surveillance applications.

2) If the specific model of the object to be tracked is
known: This is very common in tracking applications, both
using static cameras ([4], [1], [2]) or dynamic ones ([5], [6]).
The detection process is computational more expensive, but
the number of false alarms and the robustness of the detector
are bigger than in the case of looking for any kind of objects
in the scene.

All the works referred before solve the detection problem
quite easily thanks to the application of the mentioned

restrictions. In the work presented in this paper none of these
specifications are completed.

The solution is then, more complicated:
1) Background subtraction cannot be used, as its visual

appearance changes continuously.
2) Any element in the visual environment of the robot may

be an obstacle, apart from the objects that belong to the
building structure in which the robot is located.

In this situation, it seems to be necessary to develop a
more generic classifier that organizes visual data included in
the images in two clusters:

a) Measurements coming from obstacles.
b) Measurements coming from the environment.
Once the information is classified, data assigned to cluster

a) can be used as an input in any of the tracking algorithms
proposed by the scientific community, such as the one
designed by the authors and presented in [8] and [7].

At the same time, data classified in the environment
cluster can be used to do a reconstruction of the robot
surrounding structure. This last process is especially
interesting for the navigation system of the robot, as the
partial reconstruction of the environment can be feedback to
the navigation process in order to know the exact position of
the mobile robot in a local moving task, or in order to build a
local map of the path travelled by the robot.

Fig. 1 shows a functional description of the global tracking
application described in previous paragraphs. Some of the
ideas presented in this paper have already been proven in a
different application developed by the authors ([10]).IEEE
Body Text

Fig. 1. General description of the global tracking application.
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II. STEREO-VISION AND EPIPOLAR GEOMETRY

A stereo-vision process has been thought as the most
adequate system for obtaining information about the dynamic
environment at each sampling time. That is because:

1) The amount of information that can be extracted from
an image is much bigger than the one that can be obtained
from any other kind of sensor, such as laser or ultrasound [9].

2) As the environmental configuration changes with time,
the depth coordinate of the objects' position vector cannot be
obtained with an only camera, and thus, a stereo-vision
arrangement is needed. The acquisition system used is based
on two synchronized statically arranged one next to the other.

Fig. 2 shows a functional description of the epipolar
process, where the relevance of keeping constant and known
extrinsic parameters ([Rir, ]&r]) and intrinsic (mainly

[fii fr]) ones, through a calibration of the vision system, is
denoted.

chosen to solve the vision task previously exposed is
described in this section. An alternative method is also
presented after in this paper in order to make an efficiency
comparison between them. Fig. 3 shows the functional
flowchart of the detection process:

A. The Canny Filter

The global classification process (Fig. 3) is developed with
each pair of frames (left and right) at each video frame.

Left image is used to extract the pixels that may be
interesting in the detection process, and their 3D position will
be obtained using the right image and the epipolar geometry.

To reduce execution time, these pixels are restricted to
those extracted from the edges of the elements found in the
left frame using a Canny filter [14]. Characteristics such as
human heads, arms or legs, tables, doors, columns, etc. are
visible and distinguishable also in quite crowded scenes and
are easily extracted with the filter.
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Fig. 2. Functional description of the stereo-vision data extraction process
based on epipolar geometry.

Both types of parameters are used to obtain the
fundamental matrix (Flr) that characterizes the stereo-vision
arrangement in order to find matching points from the scene
in the left and right frames.

The stereo-vision system used in the experiments is
formed by two black and white digital cameras located in a
static mounting arrangement, with a gap of 30cm between
them, and at a height of around 1.5m from the floor. Data
processing is done on general purpose computers [11]. The
cameras platform has been calibrated and the intrinsic
parameters for each camera, as well as the extrinsic
parameters that relate them have been calculated in order to
obtain the fundamental matrix (Flr) [12].

III. THE DETECTION PROCESS

To the Trcrking
Fig. 3. Functional flowchart of the first detection and classification process

designed.

Edges corresponding with environmental structures have
the common characteristic of forming long lines. So, the
detection process starts seeking structural shapes in the
Canny image. In order to robustly find structural features in
the frame, the Canny left image is zeroed in the Regions of
Interest (ROIs) where an obstacle is expected to appear from
the tracking algorithm results obtained in the previous time
step (see Fig. 1).

Different strategies have been tested in order to achieve
the best results classifying the measurement set. The solution
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B. Hough Transform

Hough transform is then used to search long lines or long
line segments in the partial Canny image. A probabilistic
version of the Hough transform has been used in this
application, to improve the process robustness.

C. Epipolar Correspondence ofthe Line Segments classified
as Structural Features

To obtain the set of 3D coordinates, the correspondence
problem is solved using the Zero Mean Normalized Cross
Correlation (ZNCC) because its robustness [13].

Fig. 4 shows the results obtained at the end of this step in
an image extracted from a real experiment. In this image:
* Long line segments detected in the partial Canny image

are shown in the upper half of the figure in different
colours to distinguish them from the Canny pixels, drawn
in white.

* Segments whose epipolar correspondence has been
possible to find are drawn in the lower half of fig. 4. The
segments are coloured in yellow and their ending points
are coloured according to the depth of its position in the
3D space (red for the farther, green for the nearer).

Fig. 4. Image obtained from a real experiment of the structural features
detection process.

D. Epipolar Correspondence ofthe Points Classified as
Obstacles

Long line segments are then erased from the full Canny
image, remaining in this partial edge left image the pixels of
interest in the obstacles detection process.

At the same time, regions of interest (ROIs) from the
initial Canny left image that were taken out to perform the
structural features detection, are set back in the edge image,
this time already free of objects classified as structural ones.

Epipolar matching is then developed with these pixels, in
the way described in previous paragraphs, in order to obtain
its 3D position in the scene.

E. The Neighborhood Filter

Correspondences between points in left and right images
are often not correct due to occlusions and repetitive patterns
and textures, generating outliers.

In order to reject these outliers, a neighbourhood filter is
developed in the XZ plane to all points classified in the
obstacles cluster 3D space. On the other hand, the height
coordinate (Y) in each point 3D position vector is also used
to filter the noise. So, a feasible set of points that
characterizes the obstacles' position in the scene is obtained.
These points will be used as the input observation model in
the global tracking application (see Fig. 1 and Fig. 3).

Fig. 5 shows the results obtained at the end of this step in a
real experiment.

Fig. 5. Image obtained from a real experiment of the points classified as
belonging to obstacles with the detection process.

* Canny data points classified in the obstacle's cluster are
painted in colors in the lower image, while the upper one
shows the global canny image extracted from the scene

* Colors in the lower plot indicate points' height (light
blue from the floor to 0.2m, dark blue from 0.2m to 1.5m
and green from 1.5m to 2m).

From Fig. 5, it can be concluded that it has been achieved
the objective of extracting 3D data that can be used in the
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pursuit tracking application, in a dynamic and complex
environment.

IV. RESULTS

The global tracking algorithm described in this paper has
been implemented on a mobile 4-wheeled robot platform.
Different tests have been done in unstructured indoor
environments, whose results are shown in this section.

The execution time of the developed classifier is around
60ms, which is an acceptable solution to implement a real
time acquisition process of 15fps to 33fps with images of
320x240 pixels. This sampling time depends on the number
of points whose correspondence is searched, due to the
ZNCC algorithm computational cost.

All vision processes have been developed using OpenCV
libraries. Algorithms have been developed in a PIV at
2.2GHz with 512Mbyes ofRAM.

Fig. 6 shows the classifier output in one of the real time
experiments, with 5 frames of a global sequence.
Classification results for each frame are displayed in 3
images organized vertically:
* The one on the top shows the edge image directly

obtained applying the Canny filter to the left frame.
Obstacles and environmental structure borders are mixed
in this image.

* The one in the middle shows the result of the
classification process in a XZ projection of the resulting
3D points (x range is from -5 to 5m; z range is from 0.2
to 20m). White dots represent points classified in the
obstacles cluster.

* The bottom one shows the final left image in which
points classified in the obstacles cluster are highlighted

with a colour according to their height in the 3D space
(same code used in Fig. 6).

As depicted in this figure, the obstacles in the resulting 3D
space are represented by a uniformly distributed set of points.
It can be concluded that the classification objective has been
achieved, and that the resulting obstacle data set can be used
in the tracker shown in Fig. 1.

Fig. 7 shows some other results of the detection and
classification algorithm presented in this paper. In this figure,
there are also 5 frames extracted from a real time experiment:
* At the upper image, long line segments found by the

detection process parallel to the robot walking plane are
painted in green over the Canny left image.

* At the lower image, points included in the lines marked
in the upper image, whose 3D position has been possible
to obtain through the epipolar matching, are painted in
green

As it can be noticed in both figures (6 and 7), the
algorithm classifies in a very robust way features that are part
of the building structure from those that are part of static or
dynamic obstacles. The classification process is also robustly
developed in crowded situations as the one shown in Fig. 7.

Neither the information related to the environmental
structure nor the one related to the obstacles in it is processed
by the application presented in this paper. A tracking
algorithm as the one developed by the authors in [8], and a
reconstruction algorithm still under development, are
necessary to achieve the global objective presented in Fig. 1.

V. CONCLUSIONS

In this paper, an algorithm for detection and classification
visual features in an indoor and complex environment is
presented.

Fig. 6. Results of the classification algorithm in a real situation. Points classified in the obstacles cluster are shown in the images.
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Fig. 7. Results of the classification algorithm in a real situation. P

The detection and classification process is based on a
synchronized stereo-vision system, and different vision
techniques have been tested and validated in order to achieve
the image process proposed.

The vision system has proven to be robust in different
scenes and distances up to 20m.

As a future work, a pant-tilt unit can be added to the
stereo-vision arrangement, in order to orientate the visual-
field of the cameras to the most interesting area for the robot
movement.

Results obtained with the proposed algorithm are shown in
the figures included in the document, and prove that the
objectives exposed have been achieved robustly and
efficiently. The reliability of these results is especially
important as they are thought to be used in tracking
applications for robot autonomous navigation.
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