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Abstract –Probabilistic algorithms have been fully tested as the 
best solution in multiples areas, and thus in tracking tasks. 
Different solutions with them have been proposed for multiple 
objects tracking. The proposal of the authors is based on a 
particle filter whose robustness and adaptability is increased by 
the use of a clustering algorithm. Two different proposals for 
the segmentation process are presented in this paper, and 
interesting conclusions are extracted from their functional 
comparison. Tracking results are also presented in the paper, 
showing the reliability of the proposals. 
 

I. INTRODUCTION 
 

Probabilistic algorithms in their different forms (Multi-
Hypothesis Techniques -MHT- [1], Particle Filters -PF- [2] 
and their diversifications [3][4]) have fully shown their 
reliability in estimation objectives. Nowadays these methods 
are widely applied solving positioning problems in robot 
autonomous navigation ([5] [6]). 

The idea of tracking multiple objects appeared with the 
first autonomous robot, and soon probabilistic algorithms 
were applied to achieve this aim ([7] [8] [9]). The 
multiplicity problem is not easily solved with an optimal 
estimator such as a Kalman Filter, although the model in use 
accomplishes the linearity constraints. 

An initial solution for the multiple objects tracker is to use 
a standard PF to track each object but this is not efficient as it 
does not work with a dynamic number of objects. Some other 
solutions include another estimator (a stochastic one in most 
of cases) to obtain the association among the measurements 
and the particles of the filter (Joint Probabilistic Data 
Association Filter -JPDAF-) [10], but the computational cost 
of these techniques is high. 

A different solution to achieve a multiple objects tracker 
has already been developed by the authors in [11]. The 
algorithm has been tested in complex indoor environments 
with sonar and stereovision data with good results. The 
method is based on a standard PF slightly modified to 
dynamically include particles from the new objects. The 
result is the Extended Particle Filter (XPF). A clustering 
application is added in this point to organize the deterministic 
and stochastic information of the estimation process, and to 
increase with the segmented data its robustness and 
reliability. 

In this paper, a slight description of the XPF developed in 
[11] is firstly included; the description of the two proposed 
classifiers is presented secondly; some comparisons between 
the functionality of these two processes are presented after; 

and finally some results and conclusions obtained from the 
segmentation algorithm applied to the estimator are exposed 
at the end. 
 

II. THE PROBABILISTIC ESTIMATOR: XPF 
 

The main objective of the XPF is to model the movement 
of the objects that surround an autonomous navigation 
platform in a complex environment. To achieve this aim the 
different detected objects have been characterized by a 
dynamics model, whose evolution will be estimated by the 
modified PF.  

In the following paragraphs both the model and the XPF 
basics will be exposed, though a more detailed information 
about these two points can be found in [11]. 
 
A. The dynamic model 
 

The main specifications of the model used in the XPF for 
tracking multiple objects are the following: 
• The state vector tar  includes the position and speed in 

Cartesian coordinates, relative to the robot ones (XZ is 
the horizontal moving plane and Y is the height 
dimension in the XZY configuration space used): 

[ ]tttttt zxyzxa &&
r
=  (1) 

• The measurements vector tcr  includes only the 
position information that has been extracted with an 
stereovision process: 

[ ]tttt yzxc =
r

 (2) 
• The model is linear and the measurements are affected 

by a Gaussian noise due to the camera itself plus the 
stereovision algorithm, that after calibration has been 
identified as a distribution 50=σ mm. 

 
B. The XPF functionality 
 

The main loop of a standard PF ([12]) based on the SIR 
algorithm ([13]) starts at time t with a set { }NisS i

tt ..1/ ==  
of N random particles representing the posterior distribution 
of the state vector estimated )( 1:11´ −− tt cap rr  at the previous 
step. The rest of the process is developed in three steps, as 
follows: 
a) The particles are propagated by the system model to 

obtain a new set tS ′  that represents the prior distribution 
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of the state vector at time t, )( 1:1 −tt cap rr . 

b) The weight of each particle { }NiwW i
tt ...1/ ==  is then 

obtained comparing the measured output vector and the 
predicted one based on the prior estimations. Using the 
SIR version of the filter, these weights are obtained 
directly from the likelihood function )( tt acp rr , and then 
normalized. 

c) Using the weights vector W, and applying a resampling 
scheme, a new set tS ′′  is obtained with the most 
probable particles, which will represent the new 

)( :1 tt cap rr . 
The standard PF estimates quite well the evolution of any 

kind of a single object defined by its model, but it is not able 
to estimate new appearing objects because the measurements 
related to them would be rejected at the resampling step and 
no particles would have enough weigh to represent over time 
the evolution of the new object. 

To solve this problem, a re-initialization step is inserted in 
the PF standard loop to add M new particles directly from the 
measurements in the sample set. The resampling step also 
needs to be modified as only N-M samples have to be 
selected from the N existing at the tS′  sample set. 

On the other hand, in order to track multiple objects, the 
importance sampling step should be modified as the 
likelihood has to be calculated depending on the similarity 
between each particle and the measurements from its 
corresponding object. If it is not the case, the particles related 
to the new object can also be rejected as mentioned in the 
previous paragraph. 

Fig. 1 presents a graphical description of the XPF 
explained. 

 

 
Fig. 1. Description of the XPF functionality. 

 
 

These considerations, extracted from [14], have shown 
some problems of robustness, that the clustering process 
presented by the authors solve, as it was demonstrated in 
previous communications [11]. The main problems are the 
following: 
• At the re-initialization step, if measurements are 

randomly selected from all the input data, the 
reinforcement of the new obstacles tracking is not 
ensured. This problem will be solved with an oriented 
selection of the M particles to be inserted at the re-
initialization phase. The organization of the needed 
measurements is obtained thanks to the proposed 
clustering process, as it will be detailed later. 

• At the importance sampling step, to enable the multi-
tracking procedure with a single distribution, the 
function used to obtain the weights is modified as 
follows: 

( )
2

2

2σ

i
td

i
t ew

−
=  where ( )

⎭
⎬
⎫

⎩
⎨
⎧ −=

2min m
t

i
tm

i
t ccd rr  (3) 

The function d has the drawback of giving more 
weight to the particles related to objects measured 
with higher accuracy, and probably rejecting those 
related to the most poorly sensed objects. The 
clustering process included in the final XPF will also 
solve this problem, as it partially filters measurements 
inaccuracy. 

All these considerations will be analyzed in the following 
paragraphs, from the point of view of each of the 
segmentation methods proposed.  
 

III. THE CLUSTERING ALGORITHMS 
 

As it has been remarked in the previous sections, the 
standard probabilistic estimator is not reliable enough to 
track robustly multiple targets with an only multimodal 
density. Some kind of association between the different 
objects to track and the measurements that come from them 
is needed. A very spread implemented example of this idea is 
the JPDAFs that is based on the development of another 
Bayesian filter to estimate the relation between new 
measurements and particles. 

The proposal presented by the authors is the use of a 
segmentation algorithm that increases the robustness of the 
estimation procedure in different points. 

In this section, the effects of the clustering algorithm 
applied to the XPF presented previously are exposed, and on 
the other hand, the functionality of two segmentation 
methods tested with the multi-tracker are explained: 
• A modified ‘k-means’. 
• A modified subtractive. 
 
A. Including a clustering process in the XPF 
 

The main idea in the use of a classifier is to group the 
measurements that come from the different objects to track, 
in order to increase the likelihood values that are used 
afterwards in the estimator. 

N-M particles from 
posterior (black) 

Importance Sampling 

tS

M new particles directly from  
the measurements (white) 

Particles propagation with  
model 

),( 11 −−= ttt oafa rrr

)( 1:11 −− ttp cap rr )( 11 −− ttm cap rr

)( :1tt cap rr

),(' OSfS tt =

)( ttt acpW rr
=

 Resampling tS ′′

),( 11 −−= ttt oafa rrr
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The use of segmented measurements in the XPF can be 
applied in the different steps of the probabilistic estimator 
with different effects in its final robustness:  
a) At the re-initialization stage: With a cluster organization 

it is possible to select the measurements to be included 
in the prior distribution )( 1:11 −− tt cap rr  at the re-
initialization step, according to their object assignment 
(in general M/k measurements from each cluster): 

∑=
k

jmM , where )( jj kgm =  (4) 

With this method, the weigh of particles related to new 
objects is high from the beginning, because they are 
chosen from groups with high-level concentration of 
measurements. The M/k particles to be inserted from 
each cluster are randomly selected from a history buffer 
that contains measurements assigned to each cluster in 
this and previous time steps and that are not very distant 
from its current centroide. Taking new particles from the 
buffer make the estimation more stable. 

b) At the importance sampling step: The cluster structure is 
used to obtain a new function to calculate the weights, in 
which each particle is compared to the closest centroide 
( b

tcr ): 

( )
⎭
⎬
⎫

⎩
⎨
⎧ −=

2min b
t

i
tk

i
t ccd rr  (5) 

c) At the resampling step: The cluster information can be 
used to do a dynamic assignment of the M-N particles to 
be resampled among the k clusters detected. This fact 
also prevents from situations of objects poorly measured 
whose related particles would be in any other case, 
erased from the posterior distribution. 

d) At the output stage: The clustering process is executed 
again at the end of the XPF, but in this occasion over the 

tS ′′  sample set, using the centroide of the obtained 
clusters as the output deterministic value for the 
estimated state vector at each time step. 

Fig. 2 shows the performance of the final XPF designed, 
including the classifier. In the following paragraphs the 
proposed segmentation algorithms are presented. 
 

B. The modified ‘k-means’ clustering algorithm 
 

The first segmentation method that has been designed to 
organize the measurements in a variable number of clusters is 
based on a standard ‘k-means’ [14] with unknown initial 
number of clusters k (Fig. 3).  

Some improvements have been included in the standard 
algorithm in order to adapt it to its specific use in the 
estimator. These are mainly the following: 
• The cluster update: Instead of selecting randomly the 

elements that will be the initial centroides to find the 
cluster organization, these are obtained from the 
previous segmentation phase through an updating step 
that uses the model (cluster movements can be estimated 
calculating its centroide dynamics). With this procedure, 
the application is faster as the clusters are slightly 
predefined at the beginning of the searching action. 

• The cluster validation: When a new cluster is just 
created, it is converted into a candidate that will not be 
used in the probabilistic algorithm until it is possible to 
follow its dynamic evolution after a certain number of 
times. The same procedure is used to erase a cluster 
when it is not validated with new measurements, for a 
specific number of times. This method ensures the 
robustness of the estimator against spurious 
measurements. Fig. 4 shows a functional diagram of the 
validation process. 

In the multi-tracking tests done with the XPF and this 
classifier, the differential characteristic in the cluster’s 
organization has been the Euclidean distance in the XZ plane 
from the data to the cluster centroides. The limit-distance 
(‘distMax’) parameter can be defined adaptive or fixed for 
any type of application.  

The same procedure is applied to the cluster validation, 
where the validation parameters can be defined in two 
characteristics, and can also be adaptive of fixed: 
• Euclidean distance between the previous and actual 

centroide location for each cluster. 
• Number of members and its evolution. This parameter is 

considered as an idea of the cluster reliability, and thus 
its use to validate it or not is very important. 

Resampling N-M particles 
according to their cluster association 

M/k new particles randomly taken from  
each history buffer (white) 

Clustering new measurements (white) 
from updated clusters at t-1  

History buffers (black) are reconstructed with new 
measurements + similar historic members Importance Sampling 

The most similar cluster is also 
used to obtain each particle likelihood 

Particles propagation 
(cluster propagation is also done 
to improve the clustering efficiency) 

N-M particles from 
posterior (black) 

''
tS

tW

'
tS

tS

tY

Fig. 2. Description of the final proposed estimation algorithm. 
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Fig. 3. Description of the ‘k-means’ clustering algorithm. 

 
Fig. 4. Description of the validation algorithm. 

 
The validation algorithm increase the robustness of the 

estimator, as only the validated clusters are used in the re-
initialization step of the XPF and in the importance sampling 
step. This process has a second order effect that reflects on a 
smoother answer in the estimation task, but its effect is 
compensated by the robustness of the multimodal density. 

Fig 5 show the result in different sequential frames of this 
classifier applied to the XPF in a test made from stereovision 
data. Green squares and dots show the measurements 
segmented at each time step. These clusters will be used in 
the XPF steps a) to c) as explained in section III.A. Red 
squares and dots represent the particles segmented at the end 
of the XPF, that is the deterministic output of the multi-
tracker at each time step, as explained in step d) section 
III.A.  

The colour intensity, in any case, show the probability 
corresponding to the segmented cluster, the blacker it is the 
less sure the classification is. In all tests shown in the paper 
the Euclidean distance limit is set to 0.5m, and the validation 
rate to 3 times. Each frame includes a label in the bottom the 
number of clusters (labelled as ‘k’) and validated ones 

(labelled as ‘kValid’), detected at each time step by the 
segmentation process in the measurements and in the 
particles as the last step in the XPF (labelled with ‘-Out’ 
suffix). 

As it can be appreciated in the figure, the cluster works 
perfectly in all situations, as so does the final probabilistic 
estimator proposed (XPF plus classifier). It tracks a new 
person when it appears, and follows it almost when it totally 
disappears.  

More conclusions will be analyzed in the last section of the 
paper, comparing these results with the ones obtained with 
the subtractive method. 

 
C. The modified subtractive clustering algorithm 
 

The second segmentation process, called subtractive [16], 
designed to incorporate to XPF is a fuzzy modification of the 
standard ‘k-means’.  

This method is based on the probability that each 
measurement has of being the centroide of a cluster. Its 
probabilistic soundness makes it especially interesting in the 
application of this paper. Fig. 6 shows a functional diagram 
of the standard subtractive method.  

This algorithm has some advantages if compared with the 
previously presented: 
• As a fuzzy classifier, the measurements belong to one 

cluster in a more relaxed way than the ‘k-means’, with a 
continuous value. This information will be useful in the 
validation process presented in previous section, and 
also in the XPF resampling step, as it is explained later 
in the paper. 

• At the end of the segmentation process, not all 
measurements have to belong to one of the clusters. This 
fact behaves as a noise filter against spurious 
measurements, which with the previous method would 
generate a non-validated new cluster. 

The continuous likelihood value that is obtained with the 
algorithm for each cluster is also used in the XPF resampling 
step. With this information, the resampling can be applied to 
reinforce the poorest measured objects, making the 
estimation more robust. 

 

 
Fig. 6. Description of the subtractive clustering algorithm. 

Init: Density of each member 

Selection of the biggest 
density: pdfMax 

Recalculate all densities 

pdfMax>limit End 

Create new cluster 
pdf(centroide)=pdfMax 

For all members 
While cluster changes 

Recalculate cluster centroides 

Assign the member to  
the most similar cluster 

Invalidate clusters that 
have lost all their members 

End 

Create new cluster 

ClusterValid ++ ClusterValid --

ClusterValid ==IsValid ClusterValid ==IsInvalid

ClusterValid =Validated Erase the cluster

End 

Validating?

ClusterValid --

ClusterValid ==IsInvalid

=Validated Erase the cluster

End 

Calculate validation parameters 

dist>distMax 

Calculate the dist from each  
member to all centroides 

Init: Cluster Updating 
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On the other hand, the subtractive method has also some 
drawbacks: 
• The global application does not include a step to assign 

members to clusters. This part of the segmentation will 
need to be done afterwards with a one pass loop process, 
and using the Euclidean distance in a similar way as it 
was used in the ‘k-means’ algorithm to do the 
classification. 

• The cluster update step is useless with this classifier, as a 
global density search has to be done. This fact will make 
the application more time consuming than the ‘k-means’ 
one, as the only consequence. 

The extraction of the density values in the standard 
subtractive algorithm has been speed up using a discrete grid 
in its final implementation. The grid size is adaptive to the 
data available at each time step. Nevertheless, the centroide 
obtained from the classifier is not directly obtained from the 
grid, so the continuous value of this variable is maintained. 

Finally it is necessary to point out that the validation 
process is implemented in the same way in the subtractive 
clustering as it was in the ‘k-means’ one. 

Fig. 7 shows the results of the XPF in which the 
subtractive method has been applied. The test bench has been 
the same to the one used in the results shown in Fig. 5. 

The results shown in this case also confirm the 
functionality of the subtractive clustering, and its application 
to the XPF. More conclusions related to the comparison 
between the results shown in Figs. 5 and 7 are discussed in 
the following section. 
 

IV. COMPARISONS AND CONCLUSIONS 
 

In the experiment shown in Figs. 5 and 7 the following 
situation is presented in 4 sequential frames:  
a) Three persons area being correctly tracked in their way, 

when a fourth person appears in the scene from the left. 
b) The classifier segments in one or two steps the new 

object (green square) and the probabilistic tracker 
generates the corresponding cluster in the output (red 
dots and square). 

c) Meanwhile, one of the tracked persons at the beginning 
of the scene is almost totally occluded by another one, 

Fig. 5. Results obtained with the XPF and the ‘k-means’ clustering algorithm. 

Fig. 7. Results obtained with the XPF and the subtractive clustering algorithm. 
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leaving very few measurements from this object to the 
classifier (green dots). 

d) With this situation, the occluded person is very difficult 
to track, but thanks to the classifier its location and way 
is recovered with time.  

Comparing the results obtained from the two experiments 
it can be noticed that the subtractive proposal do not give 
enough likelihood to the cluster related to the occluded 
person. Thus, the XPF output cluster associated is not finally 
validated.  

As a conclusion it must be pointed out that a more refined 
configuration of the segmentation process parameters would 
help in the detection and tracking of such a situation. 
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