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ABSTRACT 
In the field of autonomous driving research, the use of immersive virtual reality (VR) techniques is 
widespread to enable a variety of studies under safe and controlled conditions. However, this 
methodology is only valid and consistent if the conduct of participants in the simulated setting 
mirrors their actions in an actual environment. In this paper, we present a first and innovative 
approach to evaluating what we term the behavioural gap, a concept that captures the disparity 
in a participant’s conduct when engaging in a VR experiment compared to an equivalent real- 
world situation. To this end, we developed a digital twin of a pre-existed crosswalk and carried 
out a field experiment (N¼ 18) to investigate pedestrian-autonomous vehicle interaction in both 
real and simulated driving conditions. In the experiment, the pedestrian attempts to cross the 
road in the presence of different driving styles and an external Human-Machine Interface (eHMI). 
By combining survey-based and behavioural analysis methodologies, we develop a quantitative 
approach to empirically assess the behavioural gap, as a mechanism to validate data obtained 
from real subjects interacting in a simulated VR-based environment. Results show that participants 
are more cautious and curious in VR, affecting their speed and decisions, and that VR interfaces 
significantly influence their actions.
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1. Introduction

As autonomous vehicle (AV) technology advances, the need 
for rapid prototyping and extensive testing is becoming 
increasingly important, as real driving tests alone are not suf
ficient to demonstrate safety (Kalra & Paddock, 2016; Llorca 
& G�omez, 2021). The use of physics-based simulations allows 
the study of various scenarios and conditions at a fraction of 
the cost and risk of physical prototype testing, providing valu
able insights into the behaviour and performance of AVs in a 
controlled environment (Schwarz & Wang, 2022).

However, one of the main challenges in the development 
of autonomous driving digital twins is the lack of realism of 
simulated sensor data and physical models. The so-called 
reality gap can lead to inaccuracies because the virtual world 
does not adequately generalise all the variations and com
plexities of the real world (Garc�ıa Daza et al., 2023; Stocco 
et al., 2023). Furthermore, despite attempts to generate real
istic synthetic behaviours of other road agents (e.g., vehicles, 
pedestrians, cyclists), simulation lacks empirical knowledge 
about their behaviour, which negatively affects the gap in 
behaviour and motion prediction, communication, and 
human-vehicle interaction (Eady, 2019).

Including behaviours and interactions from real agents in 
simulators is one way to reduce the reality gap of 

autonomous driving digital twins. This can be addressed by 
using real-time immersive VR (Serrano et al., 2022; 2023). 
The immersive integration of real subjects into digital twins 
allows, on the one hand, human-vehicle interaction studies 
in fully controlled and safe environments. Various HMI 
modalities can be included to explore extreme scenarios 
without risk to people and vehicle prototypes. On the other 
hand, it makes it possible to obtain synthetic sequences 
from multiple viewpoints (i.e., simulated sensors of AVs) 
based on the behaviour of real subjects, which can be used 
to train and test predictive perception models. However, this 
approach would only be valid if the behaviour of the sub
jects in the simulated environment is equivalent to their 
behaviour in a real environment. We refer to this difference 
in behaviour as the behavioural gap, and in order to model 
it, it is necessary to empirically assess the behaviour of sub
jects under equivalent real and simulated conditions.

Meanwhile, the attempt to introduce autonomous driving 
into daily life makes it crucial to study humans-AVs interac
tions, as the absence of a driver has an impact on the per
ception of risk, trust (Li et al., 2019) and the level of 
acceptance by all users (Detjen et al., 2021), including non- 
driving passengers and external road agents (i.e., pedestrians, 
cyclists and other drivers) (Llorca & G�omez, 2021). AVs are 
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faced with the need to communicate their intentions using 
all available resources, which translates into the use of HMIs 
as a form of explicit communication. Nonetheless, some pre
vious studies suggest the primary basis for crossing decisions 
taking by pedestrians is the implicit interaction, such us per
ceived vehicle speeds or safety gap sizes (Clamann et al., 2017; 
Zimmermann & Wettach, 2017). Thus, the first interest of our 
research is to evaluate together an explicit form of communica
tion (eHMI) and an implicit one, as in this case a different 
braking manoeuvre of the vehicle. In this paper, we present 
the results of the first part of our field study on human-AVs 
interactions, in a real-world crosswalk scenario (Izquierdo 
et al., 2023) and which answers our first research question:

� RQ1: To what extent do the variables “eHMI” and 
“braking manoeuvre” influence the crossing behaviour of 
a pedestrian in a real-world crosswalk in terms of (1) 
vehicle-gazing time, (2) space gap, (3) body-motion, and 
(4) subjective perception?

On the other hand, we employed a novel framework to 
insert real agents into the CARLA simulator (Serrano et al., 
2022; 2023). Through the CARLA tools and the added motion 
capture system, we enable an immersive VR interface for a 
pedestrian and reproduce the same interaction conditions with 
the vehicle (i.e., eHMI and driving style) (Serrano et al., 2023), 
allowing us to pose our second research question:

� RQ2: To what extent do the variables “eHMI” and 
“braking manoeuvre” influence the crossing behaviour of 
a pedestrian in a virtual crosswalk in terms of (1) 
vehicle-gazing time, (2) space gap, (3) body-motion, and 
(4) subjective perception?

Furthermore, as our interest is focused on providing a pio
neering measure of the behavioural gap that exists in the activ
ity of a participant depending on whether s/he acts in a 
physical-real or virtual environment, we developed a digital 
twin of the exact same crosswalk of the first part of the study, 
imitating its visibility conditions and road dimensions. The 
same experiment setup is repeated in a real-world and an iden
tical virtual scenario to answer our last research question:

� RQ3: To what extent does pedestrian crossing behaviour 
differ between a real and a virtual environment in terms 
of (1) vehicle-gazing time, (2) space gap, (3) body- 
motion, and (4) subjective perception?

To our knowledge, this is the first approach that is con
cerned with evaluating whether human behaviour is realistic 
within a VR setup for autonomous driving.

2. Related work

2.1. Understanding pedestrian-AVs interaction

The research of the interactions between pedestrians and 
AVs is essential to ensure the safety and public acceptance 

of this emerging technology (Dey et al., 2018; Fernandez- 
Llorca & Gomez, 2023). To date, numerous studies have 
been conducted to investigate the role of eHMIs and AV 
driving styles on the pedestrian crossing experience, in con
trolled real-world environments (Dey et al., 2021; Izquierdo 
et al., 2023) and in VR environments (Nascimento et al., 
2019; Serrano et al., 2023; Stadler et al., 2019).

Among the eHMI forms commonly explored, we can 
find several lighting signals designs, textual messages, inclu
sion of anthropomorphic featuring or trajectory projection 
on the ground (Bazilinskyy et al., 2019; Furuya et al., 2021; 
Mason et al., 2022). For instance, an AV equipped with 
robotic eyes that look at the pedestrian or head-on helps 
them make more efficient crossing choices (Chang et al., 
2017; 2022). Various approaches have studied the effect of 
light-based communication in Wizard-of-Oz designs in 
which automated driving is simulated that appears to be 
driverless (Hensch et al., 2020; 2020). Despite the fact that 
in many cases visual messages can be displayed on an exter
nal surface to indicate the status of the vehicle (e.g., real- 
time predicted risk levels (Song et al., 2023) or directional 
information (Bazilinskyy et al., 2022)), some studies note 
that their participants prefer direct written instructions to 
cross the road (i.e., “walk” or “stop”) (Ackermann et al., 
2019; Deb et al., 2020). This could be misleading when the 
traffic situation involves more than one pedestrian (Song 
et al., 2023) so road projection-based eHMIs may be an 
alternative for scalability to communicate vehicle intentions 
in shared spaces (Dey et al., 2021; Mason et al., 2022; 
Nguyen et al., 2019). Most of the research on eHMI devel
opment in virtual reality focuses on visual components, as 
commercially available hardware and software are at an early 
stage of development, which poses difficulties in creating 
multimodal experiences (Le et al., 2020). Auditory, haptic 
and interactive elements, such as the movement of partici
pants and the virtual representation of their bodies, are 
mainly used to increase the sense of presence in the virtual 
environment. However, these elements could also enhance 
the authenticity of participants’ reactions.

In another sense, it has also been shown that pedestrians 
use implicit communication signals to estimate the behav
iour of the vehicle, and apply it to their decisions (Tian 
et al., 2023). Moreover, leading works suggest that implicit 
information (i.e., their movement) may be sufficient (Moore 
et al., 2019) or that eHMIs only help convince pedestrians 
to cross the road when the vehicle speed is ambiguous (Dey 
et al., 2021). Deceleration or the distance to the vehicle are 
more useful in interpreting the intention to yield than the 
drivers’ presence and apparent attentiveness (Velasco et al., 
2021). This type of communication has been found to be 
even more relevant in unmarked locations (Kalantari et al., 
2023; Lee et al., 2022).

Although survey-based studies to assess human behaviour 
in traffic scenes are prevalent (Fridman et al., 2017; Li et al., 
2018; Merat et al., 2018), they fail to collect immediate 
feedback from experiments (Dijksterhuis et al., 2015). 
Recording-based studies allow direct measurements and 
help mitigate potential biases associated with self-reporting 
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(Tom & Grani�e, 2011). Metrics extracted from objective 
data can be treated as dependent variables and analysed 
using a linear mixed models, including road-crossing deci
sion times, gaze-based times, crossing speed or distances to 
the vehicle (Feng et al., 2023; Guo et al., 2022).

2.2. Bridging the Simulation-to-reality gap

Testing in simulated environments offers some advantages 
over real-world testing, such as more safety for participants 
in the experiments and the facility of constructing scenarios 
(Fratini et al., 2023). This saves a lot of costs in terms of 
time and effort. However, differences in lighting, textures, 
vehicle dynamics and agents behaviour between simulated 
and real environments raise doubts about the validity of the 
results in this new context (Hu et al., 2024).

The first approach to assessing whether simulation-based 
testing can be a reliable substitute for real-world testing is to 
validate the virtual models of the sensors by determining 
whether their discrepancy with reality is sufficiently low. We 
found works that do this in the case of radar (Ngo et al., 
2021) and a camera-based object detection algorithm 
(Reway et al., 2020). Typically, the gap between synthetic 
and real-world datasets is well-known (Gadipudi et al., 
2022), and there are already proposals to alleviate it as 
methods that obtain realistic images from those recorded in 
simulation or that bridge the differences in system dynamics 
(Cruz & Ruiz-del Solar, 2020; Pareigis & Maaß, 2022). We 
emphasise that the gap worsens in multi-agent systems due 
to the complexity of transferring agent interactions and the 
synchronisation of the environment (Candela et al., 2022).

One of the strategies researchers employ to bridge the 
gap between simulation and reality in autonomous driving 
are the digital twins (DTs) (Almeaibed et al., 2021; Ge et al., 
2019; Hu et al., 2024; Yu et al., 2022; Yun & Park, 2021). 
Some study utilises a real small-scale physical vehicle and its 
digital twin to investigate the transferability of behaviour 
and failure exposure between virtual and real-world environ
ments (Stocco et al., 2023). There have been no previous 
approaches to assess the gap in the behaviour of real agents 
(e.g., pedestrians) within a simulation, as we do in this work 
with a full-scale digital twin of a scenario and immersive VR 
for real-time interaction with an AV.

3 Method

3.1. Experiment design

The currently study presents improvements over previous 
immersive VR experiments with pedestrians, since (i) it is 
conducted in the CARLA simulator (Dosovitskiy et al., 
2017) and not in Unity, which allows the use of highly spe
cialised functions for autonomous driving, and (ii) a motion 
capture system is added to accurately collect the participants 
motion data. On one hand, we can assess interactions by the 
usual methods, such as eye contact with the vehicle or ques
tionnaires (Rasouli & Tsotsos, 2020). Furthermore, we com
bine explicit and implicit communication under safe 

conditions, and capture the behaviour of the participants by 
video and inertial sensors.

3.1.1. Experiment scenario design
An existing crosswalk on the area of the University of 
Alcal�a (Spain), was chosen to perform the real driving tests 
and also as the baseline to construct the VR environment 
(see Figure 1). In this scenario, an AV drives on a day with 
plenty of sunlight along a street in a straight line until it 
reaches a crosswalk. The pedestrian, who wishes to cross the 
road perpendicularly, needs to take 2-3 steps to have visibil
ity to their left side (due to other parked vehicles and 
vegetation).

The map model is downloaded from OpenStreetMap 
(Steve Coast, 2024) and converted to a Unreal Engine pro
ject where the elements are detailed. From the vehicle blue
prints offered by CARLA we choose the model and colour 
of the physical vehicle and attach the sensors to perceive its 
surroundings (i.e., LiDAR, radar and cameras).

In order to facilitate interaction, the pedestrian waits with 
their back to the road and is instructed to turn around 
when the vehicle is at a distance of about 40 meters. As can 
be seen in Figure 2, two braking manoeuvres were designed. 
In both cases, the vehicle travels at a speed of 30 km/h and 
applies a constant deceleration of −0.9 m/s2 (smooth) or 
−1.8 m/s2 (aggressive) until it comes to a complete stop in 
front of the crosswalk and yields the right-of-way. This is 
done to study whether the pedestrian perceives the situation 
as more risky when the vehicle brakes with less anticipation 
and the time-to-collision (TTC) is smaller.

To alert the pedestrian of its intention to yield, the 
vehicle was equipped with the GRAIL (Green Assistant 
Interfacing Light) system (Gonzalo et al., 2022). As shown 
in Figure 3(a,b), the AV uses green to indicate awareness of 
the pedestrian (which implies that it will stop if necessary), 
and red to warn that nothing prevents it from continuing 
on its way. It is also possible that the interface is deactivated 
so the pedestrian does not have any explicit information 
about the vehicle intention. This front-end design is suffi
cient for the specific scenario of this work. However, more 
complex scenarios with poorer visibility conditions might 
require enhancements, such as extending the LED light- 
band to the sides of the vehicle, or even incorporating a 
360-degree eHMI approach (Hub et al., 2023).

3.1.2. Experiment task design
The combination of eHMI on or off, and the different strat
egies of deceleration result in the road-crossing tasks listed 
in Table 1. When activated, the eHMI starts emitting the 
red light and changes to green when the vehicle has covered 
a 30% of the braking distance (12 or 6 meters, depending 
on the type of manoeuvre). All tasks were performed in a 
random order specific to each participant, except for task 0 
(warm-up task), which always started the experiment and in 
which the vehicle did not stop and the participant only had 
to turn towards the road and watch the vehicle without ini
tiating the crossing action.
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3.2. Virtual reality apparatus

Tests under simulated driving conditions were conducted in 
a VR space of 8 meters long x 3 meters wide. The virtual 

environment was constructed under a 1:1 scheme mapped 
to the real-life environment, so participants adopted the 
real-walking locomotion style, leading to a more realistic 
movement and a greater sense of presence.

We use a specific framework for the insertion of real 
agents in CARLA (Serrano et al., 2022; 2023). An immersive 
interface is enabled in VR for the incorporation of a pedes
trian into the traffic scene. Some of the features added to 
the simulator were real-time avatar control, positional sound 
or body tracking. The Meta Quest 2 headset was connected 
via WiFi to a Windows 10 desktop and an NVIDIA 
GeForce RTX 3060 graphics card. We chose Perception 
Neuron Studio (Noitom, 2022) as the motion capture system 
to record the user’s pose and integrate it into the scenario.

3.3. Experiment procedure

The experimental procedure differed between the real and 
virtual contexts, yet it could be distinctly delineated into 
four phases:

1. Introduction: At the beginning, participants were pro
vided with written information about the experiment, 
such as its purpose, the explanation of the AV and the 
functionality of the eHMI. They were also assigned a 
unique anonymous identifier and were assured of their 
ability to discontinue the experiment at any time if they 
so desired. Lastly, they were asked to sign the consent 
to participate as subjects in the study.

Figure 1. Digital twin for human-vehicle interaction in autonomous driving. (a) 3D crosswalk scenario. (b) Pedestrian attempting to cross. (c) Autonomous vehicle 
(eHMI, driving style). (d) ambient sound, lighting and traffic signals. (e) Physical versus virtual sensors.

Figure 2. Smooth (continuous line) and aggressive (dashed line) deceleration.

Figure 3. AV with eHMI activated communicating green (a) and red (b) status. 
Virtual (above) and physical (bottom) design.

Table 1. Experimentation tasks settings.

Task number AV strategy deceleration External HMI Stop

0 – – No
1 Smooth – Yes
2 Aggressive – Yes
3 Smooth Activated Yes
4 Aggressive Activated Yes

4 S. MARTÍN SERRANO ET AL.



2. Familiarisation (warm-up): Participants were aided in 
donning the inertial sensors and VR headset, following 
which they were invited to explore the virtual environ
ment void of any vehicular traffic. Subsequently, the 
Perception Neuron system underwent calibration, and 
the initial task of the experiment (task 0) was conducted 
as an illustrative example.

3. Experimentation: Throughout this phase, participants 
completed the four tasks of the experiment (see Table 
1) while answering questions posed by an accompany
ing researcher about their subjective perception.

4. Filling in the post-questionnaire: After concluding the 
experiment, participants removed the VR headset and 
inertial sensors and, in both the real and virtual context, 
were asked to fill out a post-questionnaire.

3.4. Data collection

During the experiment various types of data were collected 
to analyse the resulting pedestrian-AV interactions, includ
ing objective measurements (i.e., movement path, gaze time) 
as well as responses to questionnaires.

In the first instance, the AV in real configuration was fit
ted with a RTK-GPS system that provided its precise posi
tion with respect to the crosswalk and served as a reference 
for applying the braking manoeuvre, while an external cam
era mounted on the top of the vehicle recorded the environ
ment at 10 Hz. Within Unreal Engine 4 and Axis Studio 
(Serrano et al., 2022; 2023), all data from the VR experiment 
were recorded as the (1) timestamp, (2) vehicle’s position 
and parameters (i.e., coordinate x, y, z, rotation, brake, steer, 
throttle, gear), (3) participant’s position and animation (i.e., 
coordinate x, y, z, rotation, .fbx), and (4) playbacks of the 
Quest 2 view, the VR setup, and from within the simulator, 
synchronised at 18.8 Hz.

The questionnaire collected participant’s information 
(e.g., age, gender, familiarity with AVs and with VR) and 
subjective feedback on the influence of the different types of 
communication in each interaction through the following 
questions:

Q1: How safe did you feel at the scene?
Q2: How aggressive did you perceive the braking manoeuvre 

of the vehicle?
Q3: Did the visual communication interface improve your 

confidence to cross?

Answers were tabulated on a 7-step Likert scale (Joshi 
et al., 2015). In addition, the participants completed a 15- 
item presence scale (depicted in Appendix A) to evaluate 
the quality of pedestrian immersion in the scene.

3.5. Participant’s characteristics

A total of 18 participants, aged between 24 and 62 years 
(M¼ 40.11, SD ¼ 11.62), with a gender distribution of 33% 
women and 67% men, were recruited from both inside and 
outside the university area and engaged in the experiment.

In regard to familiarity with AVs, 38.9% had extensive 
knowledge of the subject, another 38.9% considered that 
they had an average knowledge of Advanced Driver 
Assistance Systems (ADAS), 44.4% had previously interacted 
with an AV (either as a user or pedestrian) compared to 
55.6% who had not, and 22.2% had no prior exposure or 
understanding of AVs. For VR experience, the majority of 
participants had either never used VR goggles (50%) or had 
only tried them once before (33.3%). All participants had 
normal vision or wore corrective glasses (22.2%) that they 
kept when fitting the VR headset, and had normal mobility, 
so they were able to complete the experiment successfully.

3.6. Data analysis

Different metrics can be acquired from the objective data 
(i.e., movement trajectory, gaze point) gathered during the 
experiments. The metrics chosen for analysis in this research 
are defined as follows:

� Vehicle-gazing time while crossing (Tc): it represents the 
cumulative duration of gazing at the AV while crossing, 
as inferred from the collected eye gazing data.

� Crossing initiation time (CIT): computed as the interval 
from when the pedestrian visually identifies the AV until 
s/he decides to cross. If the pedestrian crosses before 
noticing the AV, then CIT is zero.

� Vehicle-gazing time (Tav): it represents the cumulative 
duration of gazing at the AV throughout the entire 
crossing process, as inferred from the collected eye gaz
ing data. That is, Tav ¼ CIT þ Tc:

� Space gap (L): the distance between the AV and the ped
estrian, measured from the AV to the centre of the cross
walk when the pedestrian decides to cross.

� Pace cadence (Fp): defined as the dominant step fre
quency at which the pedestrian crosses the road.

� Gait cycles (G): referring to the number of gait cycles 
when the pedestrian makes the decision to cross, along 
with the stabilisation times of the two ankles.

To obtain the above indicators, the crossing intention 
event is defined as the moment the pedestrian decides to 
cross the crosswalk and is extracted from the video record
ings and the reconstructed trajectory in the virtual environ
ment. The rules for identifying the event state are the 
following:

1. In case the pedestrian is stopped and starts to move 
into the crosswalk, the decision is made at the first 
frame in which the movement is discernible.

2. If there is not a stop and the pace is slowed, the deci
sion occurs at the frame the pedestrian starts 
accelerating.

3. If there is no alteration in the pedestrian’s speed, the 
decision is made upon sighting the vehicle.

4. If the pedestrian does not look at the vehicle, we take 
the first frame when the pedestrian appears on the 
vehicle’s front camera.
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An example of the crossing decision in the real environ
ment can be seen in Figure 4.

Ultimately, to conclusively state that there are differences 
in crossing decision making in each task of the experiment, 
we employed the Student’s t-test (De Winter, 2013). For the 
analysis of the questionnaire, we used the Wilcoxon signed- 
rank test (Woolson, 2007).

4. Results

This section presents the results obtained in the experiment 
with the real and virtual setup. As can be seen in Figure 5, 
the VR headset projects the crosswalk onto its lenses and 
allows mobility around the scene. We aim to examine the 
significant effects of implicit and explicit vehicle communi
cation on pedestrian crossing behaviour.

4.1. Vehicle Gazing (tav) and crossing initiation 
times (CIT)

To establish categorical statements about the impact of the 
braking manoeuvre or eHMI on the crossing decision, we 
utilise the Student’s t-test (De Winter, 2013). The procedure 
for this test involves calculating the difference between the 
means of two groups of samples and adjusting this differ
ence for within-group variability and sample size. This 
adjusted difference is compared to a probability t-distribu
tion to determine if it is large enough to be considered sig
nificant. If this happens with the means of the data 
extracted from the experimental tasks, the null hypothesis 
(H0 : li � lj) is rejected in favour of the alternative hypoth
esis (H1 : li > lj). Figure 6 shows the box-plots of the gaze 
duration to the vehicle in the tests, considering combina
tions of two factors: deceleration type and activation of the 
eHMI (see Table 1 for details).

The Table 2 expresses categorical statements, i.e., a 1 in a 
cell means rejection of the null hypothesis and acceptance of 
the alternative hypothesis with a confidence level of 95%, 
meaning the gaze times in task i (in the row) are signifi
cantly larger than those in task j (in the column).

A first aspect to highlight is that the active eHMI 
decreases the observation times in the two experimental 

setups (Tav: t1> t3 and t2> t4). This effect cannot be appre
ciated as directly comparing the two types of deceleration, 
since the vehicle approaches at different speeds and does 
not reach the crosswalk at the same time. To analyse the 
time pedestrians spend observing the vehicle before crossing, 
we must focus on the CIT, which eHMI shortens by main
taining a smooth deceleration (CIT: t1> t3). The same 
impact of eHMI during aggressive deceleration is only seen 
in the virtual setup (CIT: t2 vs t4).

When comparing the two scenarios, rather than making 
categorical statements, we show the probability of significant 
discrepancy between the tasks that will be used at the end of 
the research to quantify the behavioural gap. It is evident 
from the data provided in Table 3 that the gaze duration is 
greater in the virtual environment. Upon separately examin
ing the time preceding and following the decision to cross, 
we see that the disparity is less pronounced within the CIT. 
In the absence of eHMI, pedestrians observe more of the 
vehicle before crossing in the virtual setup (CIT: t1virtual >

t1real and t2virtual vs t2real) while, if eHMI is activated, the 
CIT resembles more closely. The notable differences in 
vehicle gazing times between both setups and across all 
experiment variations occur while walking on the road (Tc: 
t i, virtual > t i, real). This suggests that pedestrians pay signifi
cantly more attention to the vehicle after making the deci
sion to cross when they are interacting in the virtual 
environment.

4.2. Space gap (L)

Box-plots of the space gap in each task (i.e., the distance 
between the pedestrian and the AV at the crossing decision) 
are depicted in Figure 7 for both real and virtual environ
ments. In addition, Table 4 shows the results of the 
Student’s t-test to evaluate the impact of eHMI and the type 
of manoeuvre.

With a confidence level of 95%, we assert that the 
smooth braking manoeuvre increases the distance to the 
vehicle when pedestrians decide to cross (Space gap: t1> t2 
and t3> t4). The same applies to eHMI activation while 
maintaining the smooth braking manoeuvre (Space gap: 
t3> t1). However, although the impact of the eHMI persists 

Figure 4. Crossing decision event. (i) The pedestrian takes two steps forward to gain visibility. (ii) The vehicle is approaching and the pedestrian slows down with
out stopping. (iii) The pedestrian makes the decision to cross.
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in the virtual setup by maintaining aggressive braking, this 
is not the case in the real setup (Space gap: t4 vs t2).

The Table 5 provides a direct comparison of space gaps 
across both setups. The findings indicate that the 

Figure 5. Pedestrian-AV interaction in VR setup. (upper row) The pedestrian waits while eHMI displays a red status. (lower row) The eHMI switches to green status 
and the pedestrian decides to cross. From left to right: VR experimentation environment; overview of the simulated virtual scenario; pedestrian perspective; AV per
spective (simulated camera).

Figure 6. Gazing times in the virtual and real environment.

Table 2. Gazing times, student t-test, a¼ 0.05.

Task number j

H1 : li > lj 1 2 3 4

Task number i Tav Real setup testing 1 – 0 1 1
2 0 – 1 1
3 0 0 – 0
4 0 0 1 –

Virtual setup testing 1 – 1 1 1
2 0 – 1 1
3 0 0 – 0
4 0 0 0 –

CIT Real setup testing 1 – 0 1 1
2 0 – 1 0
3 0 0 – 0
4 0 0 1 –

Virtual setup testing 1 – 0 1 1
2 0 – 1 1
3 0 0 – 0
4 0 0 0 –

Tc Real setup testing 1 – 0 0 1
2 0 – 0 0
3 0 0 – 0
4 0 0 0 –

Virtual setup testing 1 – 1 1 1
2 0 – 0 0
3 0 0 – 0
4 0 0 0 –

Table 3. Certainty of the discrepancy, student t-test.

Alternative hypothesis: Task 1 Task 2 Task 3 Task 4

Tav lvirtual > lreal 99.9 % 99.9 % 99.4 % 99.7 %
lreal > lvirtual 0.0 % 0.0 % 0.6 % 0.3 %

CIT lvirtual > lreal 95.9 % 88.4 % 67.5 % 33.9 %
lreal > lvirtual 4.1 % 11.6 % 32.5 % 66.1 %

Tc lvirtual > lreal 99.9 % 99.9 % 99.7 % 99.9 %
lreal > lvirtual 0.0 % 0.0 % 0.3 % 0.0 %

Figure 7. Box-plots Of the pedestrian-AV distances at the crossing decision. 
Virtual and real testing.

INTERNATIONAL JOURNAL OF HUMAN–COMPUTER INTERACTION 7



participants cross significantly earlier in the real setup (i.e., 
with a larger space gap) when the eHMI is deactivated 
(Space Gap: t1real > t1virtual and t2real > t2virtual). 
Concerning experimental tasks which employ explicit com
munication (t3 and t4), the values of space gap exhibit 
greater similarity, leading to the non-rejection of the null 
hypothesis and, thus, precluding any definitive statement.

4.3. Body motion

Among the advantages of inserting real agents into a simula
tion environment (Serrano et al., 2022; 2023) is the possibil
ity of generating synthetic sequences from various 
perspectives and configurations. To accomplish this, it is 
necessary to reconstruct the trajectory and 3D pose of the 
participant within the scenario, for which Perception 
Neuron’s sensors and software provide an .fbx file over time 
(Noitom, 2022). This approach allows an accurate analysis 
of the participant’s motion style throughout the 
experiments.

Within the scope of this research, we aimed to establish a 
methodology for acquiring motion metrics that could be 
standardised between both real-world and virtual environ
ments. Employing a whole-pose estimator (Yang et al., 
2023), we identify the keypoints of the pedestrian’s body 

(see Figure 8) in images captured by the front camera of the 
AV in the real environment (recall Figure 4). Subsequently, 
the 3D keypoints localised in the virtual environment are 
projected onto the plane parallel to the crosswalk, aligning 
with the format of the 2D estimator output. Table 6 outlines 
the body proportions derived from both procedures for con
structing the pedestrian avatar.

Despite the non-correspondence of the keypoints given 
by Perception Neuron and the 2D estimator, this strategy 
allows us to conduct an equivalent analysis of the pedes
trian’s gait from the vehicle’s perspective in the two environ
ments. To calculate the pedestrians’ pace while crossing, we 
apply the Fast Fourier Transform (FFT) (Oberst, 2007) on 
the lateral position on their ankles, and extract the highest 
peaks of the frequency spectrum. From the results of the 
Table 7 (Student’s t-test cannot be used since it does not 
involve comparing a series of frequency magnitudes), it can 
be deduced that the eHMI activation makes pedestrians 
walk faster (FP: t3> t1 and t4> t2), while in the VR setup 
they walk slightly slower in all experimental tasks (FP: t i, real 
> t i, virtual).

The previous inferences are also supported by the count 
of strides within the 4-second time window defined for the 
crossing decision (see Table 8). The stabilisation times of 
both ankles increase when the braking is aggressive or when 
eHMI is non-activated, indicating that pedestrians halt more 
their movement in such instances to evaluate the situation, 
as also shown in Table 8.

4.4. Subjective measures

To make categorical statements regarding the influence of 
the braking manoeuvre or eHMI on participants’ question
naire responses, we use the Wilcoxon signed-rank test 
(Woolson, 2007) which is an alternative to Student’s t-test 
when working with ordinal or interval scales. The procedure 
for this non-parametric statistical test utilised to compare 
two related samples involves arranging the values of the 
absolute differences between the two samples and subse
quently calculating a sum of ranks to determine whether the 
difference between the samples is statistically significant. 
The null hypothesis of the Wilcoxon test is that there is no 
difference between the two samples (H0 : li � lj), while the 
alternative hypothesis is that there is a significant differ
ence (H1 : li > lj).

Table 9 provides categorical statements, where a 1 in a 
cell implies rejection of the null hypothesis and acceptance 
of the alternative hypothesis meaning that the responses to a 

Table 4. Space gap, student t-test, a¼ 0.05.

Task number j

H1 : li > lj 1 2 3 4

Task number i Real setup testing 1 – 1 0 1
2 0 – 0 0
3 1 1 – 1
4 0 0 0 –

Virtual setup testing 1 – 1 0 0
2 0 – 0 0
3 1 1 – 1
4 0 1 0 –

Table 6. Body proportions. DWPose vs Perception Neuron sensors.

Right - Left DWPose (%) PNs (%)

Trunk 100.0 100.0
Neck 33.9 24.9
Shoulder 31.1–31.1 38.8–38.6
Arm 51.2–52.7 54.2–54.7
Forearm 44.4–43.6 47.2–48.6
Hip 18.7–18.7 18.1–17.9
Leg 65.8–64.9 76.8–76.9
Foreleg 62.1–62.6 72.4–72.0

Figure 8. Keypoints in the image - DWPose.

Table 5. Certainty of the discrepancy in Space gap, student t-test.

Alternative hypothesis: Task 1 (%) Task 2 (%) Task 3 (%) Task 4 (%)

lvirtual > lreal 0.1 0.6 12.0 22.4
lreal > lvirtual 99.8 99.3 88.0 77.6
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question in task i (in the row) are significantly greater than 
those in task j (in the column).

With a confidence level of 95%, we assert that activating 
the eHMI enhances the pedestrian’s perception of safety 
(Q1: t3> t1 and t4> t2). On the other hand, the smooth 
braking manoeuvre also increases the feeling of safety, 

although it is an effect that is not perceived within the vir
tual setup when the eHMI is disabled (Q1: t3> t4 and t1 vs 
t2). Participants appreciate the difference between the 
smooth and aggressive type of maneuver (Q2: t2> t1, t3 and 
t4> t1, t3). It is worth noting that in the virtual setup the 
non-activation of the eHMI makes the same manoeuvre feel 
even more aggressive (Q2: t2 vs t4). Lastly, eHMI is consid
ered to be useful (Q3: t3> t1, t2 and t4> t1, t2).

Table 10 presents direct comparisons between the ques
tionnaire responses collected from the two setups. 
Pedestrians feel less safe in the virtual setup when the AV 
does not communicate its intentions explicitly (Q1: t1real >

t1virtual and t2real > t2virtual). In addition, they suggest the 
virtual eHMI has a more positive impact on their decision- 
making process (Q3: t3virtual > t3real).

Assessing the sense of presence during the VR experi
ment can help to uncover the reasons of discrepancies in 
pedestrian crossing behaviour between the real and virtual 
testing setup. Self-presence measures how much users project 
their identity into a virtual world through an avatar, while 
autonomous vehicle and environmental presence examine 
how users interact with mediated entities and environments 
as if they were real. Most of the participants perceived the 
avatar as an extension of their body (M¼ 4.04, SD ¼ 0.95), 
including when moving their hands or walking on the road. 
The vehicle presence was well rated (M¼ 3.94, SD ¼ 0.97), 
although not all participants heard the sound of the engine 
or felt any braking manoeuvre threatening. Environmental- 
presence (M¼ 4.34, SD ¼ 0.63) was the most satisfactory, as 
they claimed to have the feeling of actually being at a 
crosswalk.

5. Discussion

5.1. Variables influence in a real environment (RQ1)

Quantitative data shows that participants in the real-world 
crosswalk experiment notably extended the Space Gap when 
making their crossing decision if the AV performed a 
smooth braking manoeuvre. On the contrary, the impact of 
the “eHMI” factor seemed evident solely when activated 
alongside gentle braking. Activation of the visual interface 
did not accelerate pedestrian crossing decisions in instances 
of aggressive braking manoeuvres. Nevertheless, in the ques
tionnaires, they indicated that both a braking manoeuvre 
signalling the vehicle’s intention to yield and the activation 
of the eHMI conveyed a greater sense of safety compared to 
the opposite scenario. The FFT also notes that explicit com
munication encouraged them to cross the road faster after 

Table 7. Magnitudes of the three highest peaks, pace (FFT).

Crossing pace  
rate

Frequencies, Steps per Second

0.488 Hz 0.732 Hz 0.976 Hz 1.220 Hz

Task number i Real setup  
testing

1 2.304 (f3) 4.748 (f1) 3.589 (f2)

2 2.570 (f3) 3.933 (f1) 3.454 (f2)
3 3.378 (f2) 4.973 (f1) 2.461 (f3)
4 3.188 (f2) 4.372 (f1) 2.817 (f3)

Virtual setup  
testing

1 2.788 (f2) 3.363 (f1) 2.087 (f3)

2 2.828 (f2) 3.827 (f1) 2.195 (f3)
3 1.683 (f3) 4.782 (f1) 2.825 (f2)
4 2.157 (f3) 4.149 (f1) 2.676 (f2)

Table 8. Stride count, swing and stabilisation times.

4-second window of crossing decision

Task number j

1 2 3 4

Strides (real testing) 2.54 2.28 3.29 2.94
SD 0.69 0.73 0.57 0.62
Strides (VR testing) 2.22 2.28 2.53 2.72
SD 0.63 0.45 0.50 0.65
Left Swing Phase 1.23 s 1.11 s 1.36 s 1.26 s
Left Stance Phase 2.77 s 2.89 s 2.64 s 2.74 s
SD 0.36 0.30 0.25 0.31
Right Swing Phase 1.31 s 1.22 s 1.38 s 1.24 s
Right Stance Phase 2.69 s 2.78 s 2.62 s 2.76 s
SD 0.33 0.30 0.22 0.28

Table 9. Wilcoxon signed rank test, Q1-3, a¼ 0.05.

Task number j

H1 : li > lj 1 2 3 4

Task number i Q1 Real setup 
testing

1 – 1 0 0

2 0 – 0 0
3 1 1 – 1
4 0 1 0 –

Virtual setup 
testing

1 – 0 0 0

2 0 – 0 0
3 1 1 – 1
4 1 1 0 –

Q2 Real setup 
testing

1 – 0 0 0

2 1 – 1 0
3 0 0 – 0
4 1 0 1 –

Virtual setup 
testing

1 – 0 0 0

2 1 – 1 1
3 0 0 – 0
4 1 0 1 –

Q3 Real setup 
testing

1 – 0 0 0

2 0 – 0 0
3 1 1 – 0
4 1 1 0 –

Virtual setup 
testing

1 – 0 0 0

2 0 – 0 0
3 1 1 – 0
4 1 1 0 –

Table 10. Certainty of the discrepancy, wilcoxon signed rank test.

Alternative hypothesis: Task 1 (%) Task 2 (%) Task 3 (%) Task 4 (%)

Q1 lvirtual > lreal 0.6 7.8 44.4 71.9
lreal > lvirtual 99.4 92.2 55.6 28.1

Q2 lvirtual > lreal 67.7 87.9 58.3 30.1
lreal > lvirtual 32.3 12.1 41.7 69.8

Q3 lvirtual > lreal 0.0 0.0 95.0 77.6
lreal > lvirtual 0.0 0.0 4.9 22.4
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entering in the lane, while leading to a decrease in eye con
tact with the AV.

5.2. Variables influence in a virtual environment (RQ2)

In the virtual crosswalk experiment, the results reveal that 
both the smooth braking manoeuvre and the eHMI activation 
widen the Space Gap when pedestrians decide to cross. In the 
questionnaires, they report feeling safer when the eHMI is 
active compared to when it is not, and express a preference 
for smooth over aggressive braking, but only when the eHMI 
is operational. Explicit communication results in participants 
spending less time making eye contact with the AV to assess 
hazards. Additionally, according to FFT, it prompts them to 
walk slightly faster once they have entered the lane.

5.3. Measuring the behavioural gap (RQ3)

A first point to note is that the Student’s t-test shows that 
the space gap L is significantly higher in the real environ
ment than in the virtual environment when the visual inter
face (i.e., eHMI) is disabled. This finding is supported by 
the CITs, as pedestrians who spend more time observing the 
approaching vehicle encounter a smaller space gap L when 
they eventually decide to cross. Still, we must mention that 
this discrepancy in the crossing behaviour between the real 
and virtual testing setup disappears when the eHMI starts 
working. The CITs and the distance separating the pedes
trian from the AV when deciding to cross then are not 
noticeably different.

The responses to the questionnaire follow the same line 
of argument. Participants perceive a greater sense of safety 
in the real environment compared to the virtual environ
ment when the eHMI is deactivated, and feel equally safe 
when it is activated. This leads us to think the eHMI con
tributes to increased confidence in the experiment and 
prompts participants to make the decision to cross earlier. 
Furthermore, this effect is particularly pronounced in the 
virtual environment, where the eHMI is most prominently 
visible, as reported by Q3. Not activating the eHMI height
ens the perception of the virtual AV’s aggressive braking as 
even more aggressive (Q2: t2virtual > t4virtual).

To gather the evidence on the existence of the behav
ioural gap we employ the Fisher’s method (Yoon et al., 
2021), a statistical technique utilised to combine the results 
of independent significance tests performed on the same 
data set. The Fisher’s method is particularly useful when 
multiple hypothesis tests are performed and it is desired to 
combine the evidence from all of these tests to reach an 
overall conclusion. In Table 11 the general alternative 
hypothesis (H1) is defined as follows: pedestrians adopt a 
more cautious crossing behaviour in the virtual world than 
in the real world (i.e., less Space Gap, less trust Q1, more 

perceived aggressiveness Q2, more CIT). It is shown that 
participants demonstrate increased caution in the simulated 
scenario when the eHMI is inactive, while no conclusive 
findings can be drawn in the opposite direction.

Comparing the impact of each variable, in the real-world 
environment an implicit communication is obeyed before an 
explicit one (Space gap: t1real > t4real), while in the virtual 
environment more trust is placed in explicit communication 
(Q1: t4virtual > t1virtual). FFTs indicate that participants 
walked more slowly on the road in the virtual environment, 
probably because they were more curious and entertained 
by observing the AV, as shown by the eye gazing data.

5.4. Limitations

This research was conducted in a simple traffic scenario, fea
turing only one approaching vehicle, devoid of any social 
activities in the background. This could have led to collect
ing information only on individual decision-making and 
crossing behaviours without the influence of other co- 
located pedestrians and vehicles. The lighting and weather 
conditions were also specific (clear sunny day), and results 
in different contexts may vary.

The immersive VR system for real agents currently 
employed (Serrano et al., 2022; 2023) relies on Unreal 
Engine 4 and Windows operating system due to the CARLA 
build and dependencies unique to Meta Quest 2 for 
Windows. Due to sensors simulation entails a high compu
tational cost, the scene rendering is limited to 15-20 frames 
per second, which could affect the participants’ sense of 
presence. Moreover, since most of participants had little to 
no prior VR experience before the experiment, it remains 
unclear whether the behavioural gap results would have dif
fered had the participants been regular users of virtual real
ity. Increasing the sample size (N¼ 18) in future studies 
would allow for a more comprehensive exploration of 
potential effects, including gender and age disparities in 
response to the variables investigated. Nonetheless, despite 
this limitation, we believe the results and conclusions out
lined herein provide valuable insights and lay a foundation 
for further research in the field of real agent simulation.

As demonstrated, the investigation of the behavioural gap 
is intricately tied to specific contextual factors such as the 
type of scenario, traffic and environmental conditions, etc. 
Therefore, results cannot be readily generalised across other 
contexts. However, the methodology presented in terms of 
combined analysis based on self-reporting and direct meas
ures of behaviour in equivalent real-world and virtual set
tings, is transferable to other types of scenarios, including 
different application domains (e.g., robotics). Studying the 
behavioural gap is essential for validating any behavioural 
data from real subjects interacting with autonomous systems 
obtained in virtual environments.

6. Conclusions and future work

This study advances our understanding of the gap between 
simulation and reality in contexts that incorporate the 

Table 11. Certainty of the behavioural gap, fisher’s method.

H1 : L # , Q1 # , Q2 " , CIT " Task 1 (%) Task 2 (%) Task 3 (%) Task 4 (%)

More caution in virtual world 99.9 99.7 72.5 26.4
More caution in real world 0.1 0.0 8.5 52.7

10 S. MARTÍN SERRANO ET AL.



activity of real agents for autonomous driving research. The 
digital twin of a crosswalk and an AV was crafted by repli
cating its driving style and the design of the eHMI it fea
tured, within the CARLA simulator. The participants, who 
had no previous experience in VR, acted more cautiously in 
their role as a pedestrian in the simulation by delaying lane 
entry, slowing their movements and paying more attention 
to all elements of the environment. This did not prevent us 
from corroborating the impact of implicit and explicit 
vehicle communication on the crossing behaviour of pedes
trians introduced into the virtual environment. Based on 
our findings, participants prioritised implicit communication 
over explicit communication in the real-world scenario, 
whereas in the VR tests, their decisions were more influ
enced by explicit communication.

For future work in this field, we emphasise the impor
tance of familiarising the participants with the VR environ
ment, not only by proposing them to explore the virtual 
world for a few minutes before starting the tests, but also by 
involving them in simulated examples with vehicular traffic 
and street crossings that do not count for the drawing of 
conclusions. In order to resemble the effects of the braking 
manoeuvre and eHMI in the simulator to those in the real- 
world, techniques could be implemented to enhance the AV 
presence rating through more realistic motion dynamics and 
an engine sound that commensurate with its revolutions. In 
addition, the brightness of the virtual eHMI could be 
adjusted to match its showiness in the real environment. If 
sufficient data were available, a more automatic approach to 
assessing behavioural gap could be achieved, e.g., by learning 
behavioural differences within a particular scenario and sub
sequently generating corresponding scores or distances.
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Appendix A 

Self-presence scale items

To what extent did you feel that … (1¼ not at all − 5 very strongly)

1. You could move the avatar’s hands.
2. The avatar’s displacement was your own displacement.
3. The avatar’s body was your own body.
4. If something happened to the avatar, it was happening to you.
5. The avatar was you.

Autonomous vehicle presence scale items

To what extent did you feel that … (1¼ not at all − 5 very strongly)

1. The vehicle was present.
2. The vehicle dynamics and its movement were natural.
3. The sound of the vehicle helped you to locate it.
4. The vehicle was aware of your presence.
5. The vehicle was real.

Environmental presence scale items

To what extent did you feel that … (1¼ not at all − 5 very strongly)

1. You were really in front of a pedestrian crossing.
2. The road signs and traffic lights were real.
3. You really crossed the pedestrian crossing.
4. The urban environment seemed like the real world.
5. It could reach out and touch the objects in the urban 

environment.
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