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Abstract—In the context of autonomous driving, pedestrian
behavior prediction is a key component for improving road
safety. Presently, many existing prediction models prioritize
achieving reliable results, however, they often lack insights
into the explainability of each prediction. In this work, we
propose a novel approach to pedestrian behavior prediction
using knowledge graphs (KG), knowledge graph embeddings
(KGE), and a Bayesian Inference process, enabling fully in-
ductive reasoning on KGEs. Our approach aims to consolidate
knowledge from annotated datasets through explainable pedes-
trian features and fuzzy rules, evaluating the importance of
these two components within the KG. The entire pipeline has
been trained and tested using two datasets: Joint Attention for
Autonomous Driving (JAAD) and Pedestrian Situated Intent
(PSI). Preliminary results demonstrate the effectiveness of this
system in providing explainable clues for pedestrian behavior
predictions, even improving results by up to 15% compared to
other models. Our approach achieves an F1 score of 0.84 for
PSI and 0.82 for JAAD.

Index Terms—Autonomous driving, Explainability, Pedes-
trian behavior prediction, Knowledge graph, Knowledge graph
embeddings, Bayesian inference

I. INTRODUCTION

Despite significant progress, road safety remains a pressing
global issue. Predicting the behavior of road users holds
immense importance, particularly for autonomous driving and
intelligent driving systems. According to the latest World
Health Organization report on road safety [30], although
road traffic deaths have decreased, road crashes persist as
a global health crisis, especially for vulnerable road users
(VRUs), constituting 53% of all road traffic fatalities. The
report highlights a concerning 23% of fatal accidents involv-
ing pedestrians. Moreover, it is crucial to emphasize that
pedestrians represent the group most severely affected on
European Union roads, accounting for one out of every five
fatalities [25].

This data underscores the critical need for advancements
in pedestrian crossing action prediction and road safety mea-
sures to protect this vulnerable group and reduce accidents
on the road. In light of this, many research communities have
been developed Machine Learning (ML) models and methods
to make more robust prediction systems. For a long time most
of these models and methods were viewed as ’black boxes’
because they lacked the ability to explain the reasoning
behind their predictions. Consequently, understanding why
a machine learning model made a specific prediction was
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Fig. 1: Relevance of explanations in autonomous driving
(Resource based on FreePick image)

challenging.
Besides, in the context of autonomous driving, the need for

explanations arises from psychological, sociotechnical, and
philosophical perspective [28]. Understanding why a specific
decision was made can have deep implications for enhancing
road safety and reducing traffic accidents. Moreover, explain-
ing ego-vehicle decisions contributes to providing descriptive
information regarding the causal history of actions taken (See
Figure 1).

In this study, we aim to address the need to under-
stand pedestrian behavior and improve prediction systems
by incorporating visual clues and human knowledge into
a knowledge-based approach. Specifically, a novel pipeline
architecture is proposed that combines pedestrian explain-
able features extracted from neural networks, a KG, KGE
learning, and a novel process of behavior prediction based
on Bayesian inference. The contributions of this work are
threefold: 1) the introduction of a pedestrian behavior pre-
dictor based on a knowledge graph, explainable features, and
fuzzy rules, 2) the proposed pipeline allows fully inductive
reasoning based on KGEs using Bayesian inference, and 3)
two KGE models have been trained, tested, and compared
with other models and methods for pedestrian behavior
predictions.

The rest of the article is organized as follows: Section II
discusses related work, details about the proposed pipeline,
and the pedestrian behavior ontology are introduced in
Section III. Subsequently, the implementation details and
experimental setup are described in Section IV. Section V
contains the results. Finally, Section VI concludes the work
and provides insights for future research.
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Fig. 2: Pipeline architecture for a knowledge-based explainable pedestrian behavior predictor

II. RELATED WORK

A. Pedestrian behavior prediction

Pedestrian behavior prediction, also known as crossing
action prediction, is a ML task focused on forecasting if a
pedestrian will cross the road at some point in the future. This
task has been addressed through a diverse range of algorithms
and architectures. Among these approaches, it is particu-
larly noteworthy to highlight some methods as SingleRNN
based on recurrent neural networks (RNNs) [14], CapFormer
which uses a self-attention alternative based on transformer
architecture [20], a 3D Convolutional model (C3D) based
on spatiotemporal feature learning [7] and another group
of algorithms relies on stacked with multilevel fusion RNN
(SFRNN) [15] and convolutional LSTM (ConvLSTM) [6].

Despite the abundance of models and research focused
on pedestrian crossing predictions, only a limited number of
them provides insights into explainability or are specifically
developed within the context of explainability. For instance,
the research [27] highlights that Transformers offer an ad-
vantage in terms of interpretability, due to their attention
mechanism. Moreover, the utilization of pedestrian location
and body keypoints as features in predicting pedestrian ac-
tions results in more human-like behavior. In [21], the authors
propose a dynamic Bayesian network model that takes into
account the influence of interaction and social signals. This
system leverages visual means and employs various inference
methods to provide explanations for its predictions, with a
specific focus on determining the relative importance of each
feature in influencing the probability of pedestrian actions.

B. Knowledge graph and knowledge graph embedding

A KG is a graph with edges as relations and nodes as
entities. It encodes triples that expose real-world facts and
semantic relationships [31]. A triple is a fundamental unit in
the KG and is composed of three elements: subject, predicate,
and object, also known as head, relation, and tail. It is
important to highlight that the direction of the relation matters
and it can affect the type of KG.

The research on KG encompasses knowledge reason-

ing, artificial intelligence systems, knowledge acquisition,
knowledge graph completion, knowledge fusion, and KGE.
Regarding the last topic, the focus is on transforming a
KG into a low-dimensional vector that represents entities
and relationships, and applying relationship reasoning on
the embedding [17]. Then, the obtained vector is used to
learn through machine learning models. There are various
KGE models utilizing distance-based measures to produce
similarity scores for pairs of entities and their relationships.
Examples include TransE [2], TransH [4], RotatE [12], and
HakE [13]. On the other hand, semantic matching models in
KGE focus on similarity-based scoring functions, and notable
models in this category include DistMul [8], HolE [5], and
ComplEx [9].

Regarding the context of autonomous vehicles, it is impor-
tant to highlight that the KGE learning has been started to be
implement under the entity prediction in driving scenes [22]
and for situation comprehension in driving scenarios [18].

III. KNOWLEDGE-BASED EXPLAINABLE PREDICTOR

Our approach for developing an explainable pedestrian
behavior predictor based on knowledge comprises a pipeline
architecture, as illustrated in the figure 2 . The pipeline
consists of three primary phases: 1) KG generation, 2)
KGE learning and 3) Bayesian inference and prediction.
This section provides a detailed explanation of these phases,
starting with the generation of the knowledge graph, followed
by the process of learning KGEs, and concluding with a
formal description of the Bayesian inference and prediction
process.

A. Knowledge graph generation

The first phase focuses on generating a knowledge graph
that encapsulates data related to pedestrian behavior and
crossing intentions on the road. This phase involves annotated
datasets that include information about pedestrian behavior.
In our study we utilized two datasets: JAAD [10] and PSI
[16].

Utilizing the videos, images, and annotations from the
mentioned datasets, a set of explainable features is extracted
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by deep learning and neural networks, as detailed in [29]. In
this work, we carefully selected five features for extraction:

• Gaze: describes the attention of the pedestrian, indicat-
ing whether the pedestrian is looking at the ego-vehicle.

• Body Orientation: describes the pedestrian posture
through an angle from 0 to 360º.

• Action: describes the motion state of the pedestrian,
classifying between the following actions: stand, walk,
wave, run or undefined (used when pedestrian action is
not clear).

• Proximity to the road: describes if the pedestrian is
near to the road. This feature is classified in three levels
according the pedestrian closeness to the road: near,
medium distance or far.

• Distance: represents the estimated distance to the ego-
vehicle.

The mentioned features are extracted from the training set
of each dataset and they are extracted for each annotated
pedestrian each 2 frames and for a defined number of frames,
according to the following rules: 1) Don´t consider more than
60 frames after pedestrian cross and 2) Don´t consider more
than 90 frames when the pedestrian will not cross.

Once the explainable features are extracted these are taken
as an input to transform from numerical values to linguistic
values (See Table I). The transformation takes as inspiration
the membership functions defined in [29] for neuro-symbolic
approach based on fuzzy logic.

The subsequent step in this phase involves the utilization
of the knowledge graph ontology. In this study, we use
two ontology versions, one that includes only the pedestrian
explainable features and another that additionally incorpo-
rates fuzzy rules aiming to explain pedestrian behavior (See
Section III-B).

Based on these KG ontologies and the pedestrian features
extracted from the dataset, transformed into linguistic values,
the KG is generated using the Ampligraph 2.0.0 library [11].
The KG is formed in the shape of triples and a group of triples
represents the pedestrian state in a frame. It is important to
highlight that we applied some reifications on the given inputs
to get reified paths, specifically on the KG which include the
fuzzy rules.

B. Pedestrian behavior ontology

In this study, two distinct KG ontologies are used, each
with differing levels of informational detail. The two versions
include 1) a base KG containing only the explainable pedes-
trian features (PedFeatKG) and 2) a KG that encompasses
both the explainable pedestrian features and the fuzzy rules
for pedestrian behavior (PedFeatRulesKG).

1) KG ontology from explainable features: With the in-
tention of generating a KG applicable to the pedestrian
prediction task, the PedFeatKG ontology includes the entity
Pedestrian as a generalization entity, which is related to
all pedestrians existing in the training set of the mentioned
dataset. Into the KG, each pedestrian is identify by an ID
which is composed of the defined ID in the dataset and
the frame number. For example, if there is a pedestrian

with the ID ’0-44-202b’, there will be as many entities as
frames considered in the following structure: ’0-44-202b-
30’, ’0-44-202b-32’, ’0-44-202b-34’, and so on. All of this
pedestrian id’s entities are linked to the Pedestrian entity and
this relation is considered a path reification, allowing any
specific pedestrian to be linked to a general one.

On the other hand, the PedFeatKG ontology takes into
consideration the five pedestrian features mentioned in sec-
tion III-A and based on it, each annotated pedestrian state
and behavior is represented in the following triple form
<pedestrian-ID, feature relation, linguistic-value >. For each
feature were defined a group of possible linguistic values as
described in the Table I.

TABLE I: Linguistic values for pedestrian features

Feature Relation KG Linguistic Values
Action Motion Stand, Walk,

Wave, Run, Na
Proximity Location NearFromCurb, MiddleDisFromCurb

FarFromCurb
Distance EgoDistance TooNearToEgoVeh, NearToEgoVeh

MiddleDisToEgoVeh, FarToEgoVeh
TooFarToEgoVeh

Orientation Orientation VehDirection, LeftDirection
OppositeVehDirection, RigthDirection

Gaze Attention Looking, NotLooking

Finally, into this KG ontology the final action of the
pedestrian is included as two possibles entities crossRoad
or noCrossRoad, and it is linked to the pedestrian’s ID. The
Figure 3 shows an example of a generated KG from one
instance using the KG ontology from only the explainable
features.

Fig. 3: KG from explainable features with 1 instance

2) KG ontology from explainable features and fuzzy rules:
As an extension of the PedFeatKG, the PedFeatRulesKG
utilizes a set of fuzzy rules extracted from the JAAD and
PSI datasets (detailed in [29]). It is important to highlight
that the data used for extracting fuzzy rules maintains a
balance between the number of pedestrians who cross the
street and those who do not. This balanced representation
ensures that the extracted fuzzy rules are equally informed
by both scenarios. The rule mining process employed the
IVTURS-FARC algorithm [3] and the resulting fuzzy rules
take the following form:

Rule Rj :If x1 is Aj1 and...and xn is Ajn

then Class = Cj with RWj

(1)
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Fig. 4: A) Fuzzy rule conversion definition, B) Example from fuzzy rule to KG entities

where Rj is the label of the jth rule, x = (x1, ..., xn) is an n-
dimensional pattern vector (pedestrian features in our work),
Aji is an antecedent fuzzy set representing a linguistic term,
Cj is the class label and RWj is the rule weight [1].

In the case of the PSI dataset, 60 rules were generated,
while in the JAAD dataset, 51 rules were created. To include
these rules in the KG, a transformation process was em-
ployed, converting the fuzzy rule format into entities suitable
for KG inclusion. This process, illustrated in the figure 4,
involves combining all linguistic values from the antecedent
part of the rule to create one entity and combining the action
and fuzzy rule weight to create another entity. Therefore, for
each rule is created two new entities which can be later used
when the KG is generated.

In fact, the new entities are integrated into the PedFeatKG
based on the pedestrian state. That means that in the process
of generating the KG, the pedestrian in addition to the
explainable features state is linked with the rules which apply
to its state. This involves searching for rules that include the
current pedestrian features and then incorporating them into
the KG to generate the PedFeatRulesKG.

Likewise, the fuzzy rule weight entity is also linked with
the ’crossRoad’ or ’noCrossRoad’ entity. The figure 5
illustrates an example of a generated KG instance with the
explainable features and fuzzy rules.

C. Knowledge graph embedding learning

In the second phase, we use Ampligraph 2.0.0 to generate a
KGE model from the KG created in the previous phase. Due
the type of relations from the KG, it was used the model
ComplEx. Then, this KGE model is train, validate and test
using the Ampligraph learning features.

D. Bayesian inference and prediction

Once the KGE model is trained and the embeddings
are generated, we can infer the probability of a specific
triple from the KG using the evaluation method provided by
Ampligraph. However, considering that our proposal aims to
enable inductive reasoning and predict the behavior of various
pedestrians not included in the KG, a different process is
required for prediction.

Therefore, we implemented path reifications (detailed in
Section III-B), enabling inference about a pedestrian not
present in the KG. Additionally, we employed Bayesian
inference on the learned embeddings. Specifically, we utilized

Fig. 5: KG from explainable features and rules with 1
instance

Bayes’ rule to predict whether the pedestrian will cross or
not, as shown in the following equation:

P (h|e) = P (h)P (e|h)
P (e)

(2)

where hypothesis h is the event or entity that we want to pre-
dict (pedestrian behavior), and evidence e is the information
regarding the pedestrian and which was extracted from the
video for the current frame. It is important to highlight that
the computation of P (h|e) is done for both Cross and Not
Cross behavior, and the prediction is determined by the higher
probability between both computations. For detailing how the
inference and prediction work, we introduce the following
example for the cross action:

• Hypothesis: pedestrian behavior action is cross,
• Evidence: the pedestrian is near to the road, he is

walking, he is not looking the car, his orientation is left
and the car is in a moderate distance from the pedestrian.

The computation of each element of the equation takes
place by evaluating a single triple using the KGE evaluation
method provided from Ampligraph. For instance, taking into
account the example, the computation of P (h) implies the
evaluation of the triple <Pedestrian, action, CrossRoad>.
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The computation of P (e) takes into account the number
of evidences extracted from the pedestrian and follows the
next form:

P (e) = P (e1) ∗ P (e2) ∗ P (e3)... ∗ P (en) (3)

In the mentioned example, the triples composing P (en) are
evaluated for each pedestrian feature, as shown in Table II.
The multiplication of these probabilities computes P (e).

TABLE II: Example of computation of the evidence P (e)

P (e) Triples
P (e1) <Pedestrian, location, NearFromCurb>
P (e2) <Pedestrian, motion, Walk>
P (e3) <Pedestrian, attention, NotLooking>
P (e4) <Pedestrian, orientation, LeftDirection>
P (e5) <Pedestrian, egoDistance, MiddleDisToEgoVeh>

On the other hand, the computation of the P (e|h) follow
the next equation:

P (e) = P (e1|h) ∗ P (e2|h) ∗ P (e3|h)... ∗ P (en|h) (4)

The computation of P (e|h) in the mentioned example can
be expressed by the triples related in the Table III. The
evaluation of these triples and its multiplication gives the
P (e|h) result.

TABLE III: Example of computation of the P (e|h)
P (e|h) Triples
P (e1|h) <NearFromCurb, action, CrossRoad>
P (e2|h) <Walk, action, CrossRoad >
P (e3|h) <NotLooking, action, CrossRoad>
P (e4|h) <LeftDirection, action, CrossRoad>
P (e5|h) <MiddleDisToEgoVeh, action, CrossRoad>

Finally, P (h|e) can be calculated using Equation 1 given
that all these individual probabilities are computable from the
KG using the embeddings.

It is important to highlight that in our study, we predict
the next 30th frame after 15 frames of observation in the
PSI dataset and 30 frames of observation in JAAD.

IV. IMPLEMENTATION AND EXPERIMENTAL SETUP

The following section presents the details regarding the
implementation and configuration of the experiments.

A. Data Sampling

In this work, we split the datasets mentioned previously
for two main tasks: 1) training the KGE and 2) testing the
performance of the models.

In the PSI dataset, we use the default split list provided,
which is composed of 104 videos for training, 34 videos
for validation, and 48 videos for testing. On the other hand,
in JAAD, we included an additional process that implies the
selection of videos that meet specific criteria such as visibility
and high quality. As a result, we carefully chose 284 videos
from JAAD. From these selected videos, we use 232 videos
to extract the fuzzy rules and extract the pedestrian features,
which are used to generate the KG. It is important to highlight
that the extracted data is balanced between pedestrians who

cross the street and those who do not.
The performance of the proposed approach was evaluated

using for JAAD all the selected videos JAADall and for PSI
only the test videos PSItest.

B. Implementation details

The proposed predictor implementation can be described in
two parts. Regarding the extraction of the pedestrian features
from annotated datasets, we develop a modular architecture
using Python and Pytorch, which allows the integration
of different modules to extract each feature mentioned in
Section III-A. These modules use neural networks such
as YOLOv7 [26], YOLOPv2 [24], PedRecNet [23], and
our own transformer to detect pedestrian activity, all the
implementation details are described in [29].

On the other hand, for the KG generation, KGE Learn-
ing and Bayesian Inference and prediction, we use Python,
TensorFlow and Ampligraph library. To train the proposed
approach we use the scoring model ComplEx, the Adam
optimizer and the SelfAdversialLoss. Regarding the training
parameters we use an embedding size k = 150 while the
number of corruptions to generate during training varies
from 5 to 20, depending on the quantity of triples and
the dataset. Likewise we use learningRate = 0.0005,
batchSize = 10000 and an early stopping criteria using the
mean reciprocal rank (MRR). All the learnable methods were
trained with a CPU AMD Ryzen 5 5600X 6-Core with a GPU
NVIDIA GeForce RTX 3080.

We test for the two defined pedestrian behavior ontology’s
into the JAAD and PSI dataset. In the table IV are described
the number of triples which composed each KG according
with the ontology and the dataset.

TABLE IV: Number of triples in the experimental setup

Dataset Ontology Triples rows

PSI PedFeatKG 167.356
PedFeatRulesKG 367.258

JAAD PedFeatKG 98.000
PedFeatRulesKG 225.350

To evaluate the performance of the proposed pipeline, we
utilized precision, recall, and F1 score metrics. Where the
precision is defined as the ratio of correct positive predictions
to the total predicted positives. The recall is the ratio of
correct positive predictions to the total positives examples
and the F1 Score is the harmonic mean of precision and
recall.

V. RESULTS AND DISCUSSIONS

The following section presents the preliminary results on
pedestrian crossing prediction task.

A. Pedestrian behavior decision

We evaluate the performance of the proposed knowledge-
based explainable predictor using both the PedFeatKG and
PedFeatRulesKG over the JAADall and PSItest. We com-
pare the results provided with the neuro-symbolic approach
based on fuzzy logic and two ’black box’ methods. In JAAD
we took as a reference the PCPA model proposed by the York
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University [19] while in PSI we develop our own model using
transformer encoding blocks and pedestrian features.

In Table V, it can be observed that in both datasets, the
knowledge graph approach (PedFeatKG) improves the F1
score of the predictions compared with the ’black box’ meth-
ods and fuzzy logic approach, showing a 13% improvement
in JAAD and 15% in PSI regarding the ’black box’ methods,
while 6% improvement in JAAD and 12% in PSI regarding
the fuzzy logic approach. Regarding to the precision and
recall metrics, a slight improvement can also be observed
in the JAAD dataset.

TABLE V: Comparing the pedestrian behavior predictor with
various methods

(a) JAADall

Model F1 Precision Recall
PCPA[19] 0.68 - -
Fuzzy Logic 0.75 0.69 0.81
PedFeatKG 0.81 0.73 0.89
PedFeatRulesKG 0.82 0.79 0.84

(b) PSItest

Model F1 Precision Recall
Black Box 0.69 0.81 0.60
Fuzzy Logic 0.72 0.74 0.70
PedFeatKG 0.84 0.75 0.95
PedFeatRulesKG 0.79 0.75 0.95

In the case of JAAD, it is important to highlight that the
inclusion of the fuzzy rules into the KG (PedFeatRulesKG)
slightly improves the results and reach a F1 score of 0.82.
These results not only demonstrate improvement from a
numeric perspective, but the knowledge-based approach also
offers valuable insights into the motivations and explainabil-
ity of the provided predictions.

In addition, we conducted an ablation study to understand
the impact of the fuzzy rules on the knowledge graph. Based
on the rules that were activated more frequently during the
evaluation, Figure 6 illustrates that not all rules have the same
impact on the prediction. For JAAD, it is evident that certain
rules have a more pronounced impact on each prediction,
particularly those related to proximity to the road, orientation,
and action. In the case of PSI, more rules are observed to
be activated, but, similar to JAAD, the prominently activated
rules are associated with proximity to the road and pedestrian
orientation.

Considering the rules that are more frequently activated,
we decided to reduce the number of rules included in the
knowledge graph. We limited the rules to 13 for both JAAD
and PSI datasets; in the figure 6, these rules are highlighted
with a red arrow. Despite this reduction, we proceeded with
the proposed pipeline and evaluated the performance of the
predictor using only the most relevant rules. Surprisingly, the
performance did not improve in either case (refer to Table
VI), underscoring the importance of including all the rules
extracted from the datasets. Nevertheless, the F1 score in both
cases is still better than the results obtained from the fuzzy
logic approach. This highlights the effectiveness of the KG
and KGE approach within an explainable context.

Fig. 6: A) Heat map rule activation in PSI, B) Heat map rule
activation in JAAD

TABLE VI: Performance of the model with reduced fuzzy
rules

Dataset F1 Precision Recall
JAADall 0.79 0.79 0.80
PSItest 0.78 0.79 0.77

B. Decision explainability

The incorporation of KG and KGE into a pedestrian behav-
ior predictor offers clear insights into the explanation of each
prediction. In the PedFeatKG model, these insights focus on
the explainable pedestrian features. In the PedFeatRulesKG,
the rules are also included, providing a possible interpretation
of the reasons for the prediction. The figure 7 illustrates an
example of a prediction from a JAAD video. The sequence
following the pedestrian is detailed, indicating when the
predictor detects the future crossing action and associates
it with specific features and rules that represent the current
state of the pedestrian.

In this example, the predictor anticipates the crossing
action 1 second before it happens. Analyzing the extracted
explainable features and the activated fuzzy rules at the
moment when the action is anticipated can provide inter-
pretability within the context of typical road users. In this
case, two fuzzy rules where activated and their meaning are
as follows:

• Ped pnear The pedestrian is near to the road.
• Ped left run: The pedestrian is oriented to the left and

is running.

Notably, factors such as proximity to the road and the
pedestrian’s body orientation are considered valuable in-
puts in this example. In the following website https://kg-
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Fig. 7: Example of prediction explainability from JAAD dataset

pedestrian.s3.us-west-2.amazonaws.com/index.html, we pro-
vide some examples about the predictions over the JAAD
and PSI dataset, as well as some more details about the KG
ontologies.

VI. CONCLUSIONS

This work proposes a novel approach to predicting pedes-
trian behavior based on knowledge, utilizing knowledge
graphs, knowledge graph embedding learning, and Bayesian
inference. It is noteworthy that the use of Bayesian inference
allows for fully inductive reasoning, enabling the prediction
of pedestrian behavior even when the knowledge graph lacks
specific information about the pedestrian in question. The
proposed pipeline enhances prediction systems by up to 15%,
achieving an F1 score of 0.84 in PSI and 0.82 in JAAD.
Additionally, this approach yields preliminary features and
fuzzy rules that support the explainability of predictions.

Similarly, in this study, we compare two KG ontologies:
one that includes only pedestrian features and another that
additionally incorporates fuzzy rules. The results obtained
demonstrate that these rules provide valuable information,
complementing the importance of explainable pedestrian fea-
tures. Notably, proximity to the road, pedestrian orientation,
and pedestrian action emerge as the most crucial features.
However, it’s essential to emphasize that other features are
also necessary for achieving accurate results in pedestrian
behavior predictions.

In future work, we plan to incorporate additional explain-
able features that capture the pedestrian’s story over multiple
frames. Furthermore, we aim to enrich the KG by integrating
knowledge from both road experts and everyday road users.
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AAAI Press, 2014, pp. 1112–1119.

[5] Maximilian Nickel, Lorenzo Rosasco, and Tomaso
A. Poggio. “Holographic Embeddings of Knowledge
Graphs”. In: CoRR abs/1510.04935 (2015). arXiv:
1510.04935. URL: http://arxiv.org/abs/1510.04935.

[6] Xingjian SHI et al. “Convolutional LSTM Net-
work: A Machine Learning Approach for Precipi-
tation Nowcasting”. In: Advances in Neural Infor-
mation Processing Systems. Ed. by C. Cortes et al.
Vol. 28. Curran Associates, Inc., 2015. URL: https :
//proceedings.neurips.cc/paper files/paper/2015/file/
07563a3fe3bbe7e3ba84431ad9d055af-Paper.pdf.

3354

Authorized licensed use limited to: Univ de Alcala. Downloaded on December 10,2024 at 16:29:33 UTC from IEEE Xplore.  Restrictions apply. 



[7] Du Tran et al. Learning Spatiotemporal Features with
3D Convolutional Networks. 2015. arXiv: 1412.0767
[cs.CV].

[8] Bishan Yang et al. Embedding Entities and Relations
for Learning and Inference in Knowledge Bases. 2015.
arXiv: 1412.6575 [cs.CL].
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