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José E. Naranjo, Laurent Bouraoui, Ricardo Garcia, Michel Parent, and Miguel Angel Sotelo, Member, IEEE

Abstract—This work is driven by our vision that cybernetic
transport systems (CTSs) based on fully automated urban vehicles
(cybercars) will be seen on city roads and new dedicated in-
frastructures in the near future. These automated vehicles can be
heterogeneous systems, such as human-driven traffic, each having
different features and functionalities. In our case, we have devel-
oped a control architecture that can manage automatic driving of
two cars: 1) CyCabs and 2) automated mass-produced cars. This
architecture is interoperable and generates humanlike control of
vehicles in any situation. Installation and communication with
each vehicle are easy. The autonomous route-tracking behaviors
are similar, even if the mechanical, electronic, software, and hard-
ware configurations are different for both cars. The results of the
developments shown in this paper are part of the European Union
(EU) CyberCars-2 Project, which is currently under deployment.

Index Terms—Fuzzy control, hybrid control, intelligent con-
trol, proportional-integral-diferential (PID) control, road vehicle
control.

I. INTRODUCTION

T IS WELL known that the field of autonomous vehicles

was derived from autonomous robots. Consequently, the
control schemas applied to these robots are applicable to cars.
There are, of course, substantial differences between the subject
of application and the operating environment, but general ar-
chitectures are directly applicable. This way, the three classical
mobile control architecture paradigms, i.e., the hierarchical/
deliberative [1], [2], reactive [3], and hybrid paradigms [4], are
applicable, with a few changes, to autonomous vehicles.

Some autonomous vehicle architectures based on these para-
digms have been proposed.

The CyberCars European Union (EU) Project uses the Sharp
architecture [5], which is a hybrid three-layer architecture
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(planner, mission scheduler, and motion controller) whose
main contribution is the sensor-based maneuver concept. This
concept consists of building into the system the possibility
of combining planning with reactive action using some basic
low-level maneuvers. Reactive actions are based on sensorial
information only and have no planning. This architecture has
also been extended to cooperative driving [6] among a set of
cybercars.

Cybercars are road vehicles with fully automated driving ca-
pabilities. A fleet of such vehicles forms a managed transporta-
tion system, for passengers or goods, on a network of roads with
on-demand and door-to-door capability. This concept emerged
in Europe in the early 1990s and was introduced for the first
time in The Netherlands in December 1997 for passenger trans-
port at Schipol airport. Since then, it has been developed under a
number of European projects, such as CyberCars, CyberMove,
EDICT, Netmobil, and CyberC3. New projects, which are also
supported by the European Commission, are now under way,
i.e., CyberCars-2 and CityMobil.

A four-layer hierarchy architecture is proposed for the
California Partners for Advanced Transit and Highways
(PATH) Project in [7]. These layers are the network, link,
planning, and regulation layers, which decompose complex
maneuvers into a set of simpler and handier actions. A fault
tolerance extension was later added to this architecture [8].

Another example of a vehicle control architecture is the
hybrid Carnegie Mellon University (CMU) Navlab [9], which
was directly adapted from the CMU’s lengthy experience with
mobile robots. This architecture has a planning stage, with
strategic and tactical layers, and a low-level layer that includes
specific behavioral skills for each driving situation.

Prof. A. Broggi’s team at the University of Parma, Parma,
Italy, developed an autonomous vehicle called ARGO. ARGO
was able to semiautonomously travel a route, with an onboard
computer managing the steering wheel of a mass-produced car
and computer vision being used as the main sensorial input.
The guidance system was based on a classical proportional (P)
controller with a proportional gain defined by a supervision
layer whose input signals were directly supplied by the lane-
recognition vision system [10].

One of the most remarkable applications of autonomous
vehicles is the DARPA Grand Challenge, which is a compe-
tition supported by the U.S. Department of Defense, where
autonomous vehicles have to successfully pass a set of tests
designed to demonstrate the feasibility of automatic driving
for future transportation. These vehicles are fitted with sensors,
actuators, and a control layer for tracking their routes. Thus,
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the CIMAR NaviGATOR vehicle used a classical hierarchical
high-level control architecture in the 2005 Grand Challenge
[11]. This architecture is composed of four layers: 1) planning,
2) control, 3) perception, and 4) intelligence. The NaviGATOR
autonomously traveled 14 mi before stopping and ranked eigh-
teenth of the 23 finalists.

Similarly, Team Gray’s KAT-5 vehicle uses an architecture
that includes path planning and navigation stages, managing
the vehicle actuators based on the information acquired by the
sensors and intelligent systems for the low-level controllers
[12]. KAT-5 completed the Grand Challenge after 7 h and
30 min of the competition.

The Autopia Program architecture for autonomous mass-
produced-vehicle control [13] is based on the three-layer hierar-
chical paradigm, which includes a planning, a decision-making,
and an actuation layer. This architecture should also be open
and scalable, and even include different elements for each car.
Depending on the user needs, this kind of vehicles can manually
or automatically be managed, and are considered to be dual-
mode cars.

This paper describes the common control architecture de-
veloped to compatibilize the same automatic driving control
system (based on the Autopia architecture) across heteroge-
neous vehicles, such as CyCabs and Autopia-automated mass-
produced cars.

In Japan, Prof. Tsugawa’s team has been developing au-
tonomous vehicle systems for more than 20 years. They apply
multiple architectures, including a hierarchical system, to man-
age an automatic parking system installed in a mass-produced
car [14].

II. EXPERIMENTAL VEHICLE

The CyberCars-2 Project involves two kinds of vehicles:
1) CyCabs and 2) dual-mode mass-produced cars (Fig. 1).
CyCabs are robotized vehicles. They have all the features of
a commercial vehicle but are equipped to be controlled from an
onboard computer and have a wide range of navigation sensors
installed [15]. Dual-mode vehicles offer an automatic mode in
specific situations (such as platooning) and specific locations
(such as automated parking lots), and a manual-assisted mode
in regular situations [16].

In this case, the dual-mode vehicle is a Citroén C3 Pluriel,
which is automated by the Spanish National Research Council
(CSIO).

The electronic and computer equipment of both vehicles are
very similar. They both have an onboard computer housing
the control system. Sensors send information in several ways,
depending on the car. For example, Global Positioning System
(GPS) and laser scanners are connected via RS232 serial ports,
whereas the speed signal is read through the controller—area-
network bus interface. This bus is used to gather more in-
formation about the vehicle status. A wireless networking
infrastructure is used to transmit the differential correction from
a GPS base station to each vehicle and to broadcast position
information between cars.

The C3 actuators are automated using an analog output
attached to a servoamplifier that manages the original electric

Fig. 1. Testbed vehicles at INRIA Rocquencourt near Versailles, France, in
September 2007.

power steering motor using several classical control and fuzzy
controllers in a cascade control architecture. The throttle is
managed by an analog signal that represents the pressure on the
pedal, which is simulated by an analog card that receives the
pressure value calculated by the pilot. Finally, the brake pedal
is automated by a hydraulic pump with a variable-opening valve
that regulates the pressure put on the brake clamp to attain the
desired speed reduction [17].

On the other hand, the CyCab includes original electric,
electronic, and computer systems to manage the speed and the
steering. Each of the four wheels is independently powered and
coupled with an additional dc motor that increases and reduces
the vehicle’s speed without additional braking systems. The
steering has another dc motor engaged that is managed by a joy-
stick in manual mode and electronic signals in automatic mode.
An original internal computer receives the actuator movement
commands from another high-level computer and sends the
necessary electric signals to move the actuators.

III. ARCHITECTURE DESCRIPTION

To make two different vehicles, such as an automated mass-
produced car and a CyCab, compatible, we decided to define a
modular control architecture with abstract high-level modules
that are valid for any mobile vehicle and low-level modules
that are specific for each vehicle but can receive the same input
signals. This interoperable architecture is based on the Autopia
architecture [13], which was extended to be compatible with
CyCabs. Fig. 2 shows a diagram of this architecture.

This architecture is based on a classical hierarchical system
that is widely used in mobile robotics [1] but adapted to
deal with automatic vehicle driving. Three layers comprise the
system: 1) perception, 2) planning, and 3) actuation.

The perception layer includes all the sensorial information
that will be necessary to successfully drive an automatic route.
These data are used as input for the next layer. The planning
layer calculates the necessary control actions that must be taken
on the vehicle actuators to correctly track the route. Finally,
the actuation layer receives the actuation orders from the other
high-level layer and generates the related power signal for the
actuators, so the vehicle can track the desired route.
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Fig. 2. Cybercar interoperable control architecture.

A. Perception Layer

In this paper, both kinds of cars use the same perception
layer. This means that the information supplied by the onboard
sensors is the same and that the outputs to be used for the next
layer are the same.

At present, the main input of the sensorial layer is the data
generated by a real-time kinematics (RTK) differential GPS
receiver. The positioning accuracy of this kind of receiver is
1 cm (the precision of an autonomous GPS receiver is ~20 m),
using the additional information wirelessly supplied by a geo-
referenced GPS base station and named differential correction.

To solve the need for data reception using wireless com-
munications, we have built some communication systems into
each car. There are three systems for transmitting and receiving
information that are used depending on the location, environ-
ment, and signal availability. The default method is a 2-Mb/s
wireless-fidelity (WiFi) network. This allows communication
with the base station in direct vision zones. In situations where a
WiFi link is not available, the networking is supplied by Univer-
sal Mobile Telecommunications System/General Packet Radio
Service (GPRS) cellular telephony. Recently, we have been test-
ing a new-generation WiFi link based on mesh networks. This
system should upgrade classical links for an autoreconfigurable
network and amplify the coverage by adding new nodes to the
infrastructure. In addition, it should transform each vehicle into
a mesh node, i.e., a router [15].

Other sensorial information variables are speed, acceleration,
and steering-wheel turning angle. However, the perception
layer is open and geared up to include new data from different

f
R

=y

I
I “Actuation CyCab

—— - =

sensors. To achieve cooperation among vehicles, it is necessary
to detect each circulating car. The method used to do this is to
broadcast the GPS position of each vehicle across the wireless
environment. With this information, each car is able to find
out the position and direction of each car in real time and
to take the appropriate actions to cooperatively circulate. This
wireless interface is open and geared up to transmit any other
necessary information, depending on how cooperative it is and
the evolution of the research.

In the presented architecture, we have also added a knowl-
edge base that includes the procedural information necessary to
perform humanlike driving, e.g., the traffic code.

B. Planning/Control Layer

The second architecture layer includes the nucleus of the
control system. In this layer, the sensorial inputs are managed,
and some control actions are taken. These actions will be sent
to pilot the actuators of the vehicle. This layer is divided into
three sequential stages: 1) navigator, 2) adviser, and 3) pilot.

1) Navigator: This is the highest level in the control layer.
In our paper, we have included this stage to add the possibility
of intelligently planning the route for the vehicle to follow. In
our case, however, this task is directly assigned to the users of
the automated vehicles. It means that the commanded route for
the autonomous vehicle is manually entered and defined as a set
of GPS waypoints (digital cartography) that form polynomial
lines, which are used as reference by the control system in
tracking the route.
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2) Adviser: It tells the next planning stage which maneuver
is to be executed to successfully complete the route indicated
by the navigator. Based on the information supplied by the
sensorial inputs, it selects the driving mode that should run
at any time. In this way, the copilot selects one of the sets
of available maneuvers: straight-road tracking, bend tracking,
overtaking, and adaptive cruise control or Stop&Go. These are
complex maneuvers, and the copilot decomposes them into a
sequence of simpler actions for execution in the next stage. For
example, overtaking is divided into a lane change to the left
lane of the road, a straight section in the left lane until the car
passes the vehicle to be overtaken, and a second lane change to
the right lane to return to normal [18].

The adviser processes and interprets the scene. Then, it de-
cides which maneuver to make and which low-level controller
or controllers from the next planning layer stage to activate. It
decides what the reference speed should be at any time, de-
pending on the road conditions and deviations. It also does the
map matching between the reference digital cartography route
supplied by the navigator and the real-time GPS coordinates,
generating the respective deviation data.

3) Pilot: Tt is formed by a set of low-level controllers that
define the basic human driver maneuvers. In our case, we use
fuzzy controllers, but the pilot is open to any control method.
It receives a set of input parameters and a low-level maneuver
selection from the copilot and is able to generate an output
signal that can be applied to the vehicle actuators.

The use of fuzzy logic for control systems has two main
features: First, these kinds of controllers do not need an ex-
act mathematical model of the system to be controlled. This
characteristic is very important when dealing with systems that
are hard to linearize, such as cars. Fuzzy logic avoids using
very complex approximate models that are not very efficient
if they are very realistic or not very realistic if they are efficient
[19]-[22]. Second, fuzzy control does not aim to use the
mathematical system representation but to emulate the behavior
and experience of human drivers, mimicking their reactions. It
can also add to the system subjective user knowledge, which
is certainly a very useful characteristic for emulating human
behavior [23].

C. Actuation Layer

The third architecture layer is actuation. In this layer, the
control signals generated by the planning layer are adapted for
transmission to the respective actuators. This layer is differently
defined for each vehicle. This is a logical solution, because both
kinds of the used vehicles incorporate different mechanical,
electric, and electronic actuators. Even though the configuration
of the physical modules is different, the received inputs are
the same and are generated by the same planning architecture
layer.

In this way, a dual-mode car has three actuators to be con-
trolled, i.e., 1) throttle, 2) brake, and 3) steering, each with its
own low-level controller that receives a target command from
the planning layer and generates a signal that takes the same
action as that of humans to effect this target action on these
actuators.

On the other hand, the CyCab actuation layer is composed
of two modules: 1) speed control and 2) steering control. The
reason for this configuration is that this kind of vehicle does
not have the usual throttle and brake pedals. Speed is managed
from a joystick, whose proportional signal powers four electric
motors (one per wheel) that electrically manage the speed
decreases and increases.

IV. ARCHITECTURE IMPLEMENTATION

Having described the overall architecture, we proceed to
explaining its actual implementation. All the vehicles are fitted
with different elements that do, however, fulfill a similar func-
tion. From the architectural point of view, the functionalities of
each element are the same.

The perception stage is the same for both vehicles, using GPS
as the main sensorial input for navigation and internal vehicle
speed signals for speed control. The core of the architecture
is the planning stage, which houses the actual control system.
The navigator module is exactly the same for both vehicles and
uses the same digital cartography input. The adviser module is
also the same, because, from a vehicle-management point of
view, the selection of the next maneuver or driving mode to be
performed is transparent. The selection of the different driving
modes is the same when controlling a dual-mode car and a
CyCab, or advising a human driver. The necessary conditions
for changing from one driving mode to another are not depen-
dent on the car type. The adviser also selects the reference speed
for each road segment. This operation consists of sending the
target speed to the low-level planning module and is the same
for both vehicles.

The next module, i.e., the pilot, is different for each vehicle.
From an operational point of view, managing the steering of
dual-mode cars, with specific dynamics and wheel turning (e.g.,
tracking a straight road), is not the same as controlling a CyCab,
which is smaller and has different dynamics, wheel size, and
turning.

These differences are represented in the implementation of
the specific fuzzy controllers that are in charge of controlling
the steering and emulate the behavior of human drivers manu-
ally driving either vehicle.

This fuzzy controller performs the three basic tasks known
as fuzzyfication, inference, and defuzzyfication. Fuzzyfication
is the stage in which the crisp input values are transformed into
fuzzy data. Inference is the procedure whereby the values of
the fuzzy variables are inferred from a rule base, generating
a fuzzy value for the output variable, i.e., the target steering-
wheel angle. The final stage, i.e., defuzzyfication, transforms
this output fuzzy value into crisp data that can be sent to an
actuator. A more detailed fuzzy steering controller definition
can be found in [24].

To parameterize the controller, it is necessary to define
four parameters: 1) fuzzy variables (including the membership
functions for these variables), 2) inference method, 3) defuzzy-
fication method, and 4) fuzzy rules.

Two fuzzy variables are necessary to manage the steering
wheel of the two cars involved in the experiments: 1) Lateral _
Error, which represents the distance between the vehicle and
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Fig. 3. Comparison of the fuzzy membership functions used in the CyCab and C3 controllers. With these functions, the controller can manage the steering wheel

on bends and straight road sections.

TABLE 1
Fuzzy RULES FOR STEERING CONTROL

R1
R2
R3
R4

IF Angular_Error Lef THEN Steering Right
IF Angular_Error Right THEN Steering Left
IF Lateral_Error Left THEN Steering Right
IF Lateral_Error Right THEN Steering Lefi

the reference route, and 2) Angular_Error, which represents
the angle formed by the car’s vector and the reference route.
Their associated linguistic labels and membership functions are
shown in Fig. 3.

In this case, our fuzzy system uses the center-of-mass

Z W; 04
> w;

defuzzyfication method, because it simplifies the controller’s
result calculation [25].

This formula is applied to each output variable for its
linguistic labels i. The o; elements are the crisp values of
each linguistic label ; of the named output variable, and w;
are the weights assigned to these linguistic values ¢, which
are computed using Mamdani’s inference method [26], where
OR is represented by the maximum operator, and AND is the
minimum operation. Mamdani’s inference method was chosen,
because its results have widely been tested in control systems.

Even though the two testbed vehicles are different, the
driver’s operational knowledge is the same for both cars. This is
only logical because when we are driving, we move the steering
wheel to the right to correct a trajectory deviation to the left and
vice versa when the deviation is to the right. This procedural
knowledge is represented using fuzzy rules. Only four rules
model this human behavior, as shown in Table 1.

In Table I, the fuzzy variables are shown in bold, and the
linguistic labels are shown in italics.

The membership functions mark the difference between the
fuzzy controller definition for the two vehicles. The member-
ship function definition represents the degree of truth as an ex-
tension of valuation. This means that the membership functions
define a fuzzy variable’s degree of membership, which, e.g., has
a linguistic value of left or right.

The definition differs for the two vehicles, because the steer-
ing actuation and the dimensions and dynamics of the vehicles
are very different. For the same data input, then one of the
systems could consider the vehicle to be a long way to the
left, and the other could consider it to be only slightly off to

)

the left. The definition of these membership functions and the
parameterizations of these subjective considerations are one of
the key difficulties of fuzzy controller tuning.

Fig. 3 shows the shape of the membership functions for the
dual-mode car and the CyCab.

V. RELATED EXPERIMENT

We have defined, implemented, and installed the afore-
mentioned architecture in the testbed cars. Some experiments
were conducted at the National Institute for Research in Com-
puter Science and Control (INRIA) Rocquencourt during a
CyberCars-2 meeting in September 2007. In these experiments,
we used the same fuzzy controllers to manage the steering
wheel of a Citroén C3 and a CyCab, modifying only the sets
of membership functions for the input fuzzy variables.

The test was run on an automatic route around the Informa-
tique Mathématiques et Automatique pour la Route Automa-
tisée (IMARA) Group building. The route reference trajectory
was previously defined as a sequence of GPS coordinates that
the automatic driving systems can use as a reference. In the case
of the CyCab, the reference route waypoints were manually
taken, and in the case of C3, they were automatically taken.
However, the control system is able to deal with any kind on
reference files, independent of the number of points.

Both vehicles were also fitted with an RTK GPS receiver.
This receiver obtains differential correction from a base station
placed at INRIA via GPRS, achieving to-the-centimeter posi-
tioning accuracy.

Fig. 4 shows the automatic route around the IMARA building
at INRIA, where the z-axis represents the Universal Transverse
Mercator (UTM) East coordinates and the y-axis represents
the UTM North coordinates in meters. Fig. 4 also shows an
aerial image of the building (from Google Earth), the GPS ref-
erence route (black line), the tracked route (gray line), and the
starting point represented as an arrow pointing to the starting
direction.

Looking at Fig. 4, we find that the CyCab correctly follows
the reference route back to the starting point. There are just
a few oscillations at the top left of the figure, where the GPS
precision decreased due to a weaker signal caused by tree
canopy. However, the vehicle recovered the highest precision
and continued the route. In this experiment, the inertial system
on board the CyCab designed to correct GPS signal accuracy
loss was not operational, and only the GPS was used for driving.
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Fig. 5. CyCab control system variables for the experiment around the IMARA building.

Fig. 5, which comprises three graphs, shows the values of
the internal control variables for this experiment. The top graph
represents the car’s circulation speed during the experiment.
The middle graph represents the value of the input variables’
lateral and angular errors. The values are clearly coherent with
the consecutive bends taken by the car and shown in Fig. 4.
Finally, the bottom graph represents the output of the fuzzy
controller, the target wheel turning angle, and the value of the
wheel turning angle. In this case, both values are almost the

same due to the fast response of the CyCab steering actuators.
Fig. 5 shows that the controllers maintain the navigation errors
close to zero, quickly correcting the vehicle trajectory to remain
in the preset route around the IMARA building. The reference
speed is kept at 6 km/h on straight roads and 3 km/h on bends.
These speeds are very low for a car but are relatively high for a
CyCab, which is designed to run at low speeds.

The graphic clearly shows the performance of the system in
the first two turns to the right (positive wheel angle). In the third
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UTM North (m)

Fig. 6. Citroén C3 automatic route around the IMARA building.

turn, the trajectory is somehow oscillating, which was caused
by the loss of accuracy of the GPS receiver. The last turn is
very soft, with a large radius and minor steering turnings; once
accurate positioning is recovered, the trajectory is correctly
tracked again.

The same experiment was performed by the automated
Citroén C3, using the same control architecture and fuzzy con-
trollers. The only difference was the tuning of the input fuzzy
variable membership functions. As procedural knowledge (how
to drive) is the same for both cars, the fuzzy rules do not have
to be modified.

The results are illustrated in a similar way to the previous
experiment. Fig. 6 shows the route taken by the unmanned C3
around the IMARA building. This route is represented using
UTM coordinates to indicate the position of the car and the
reference route.

In this case, the starting point of the experiment is also repre-
sented by an arrow pointing to the direction of the movement
of the car. Looking at Fig. 6, we find that the car correctly
follows the preset GPS route and that the vehicle always stays
on the road. In the top left of the figure, we can see that the car
also has problems with the GPS positioning in the canopy zone,
reducing accuracy.

The car is fitted with an inertial unit formed by a gyro and
an odometer that avoids the oscillating behavior shown by the
CyCab in the previous experiment.

The route deviation at the top of Fig. 6 was the result of
another car appearing on the road during the experiment. The
route had to be manually modified. Once the car has passed, the
C3 restarted driving in autonomous mode.

Finally, Fig. 7 shows the control variable behavior during the
autonomous driving experiment. In this case, the circulation
speed was about 6 km/h at the beginning of the experiment,
because the first bend is very tight. Not even a manually driven
car could take it at a higher speed. After taking the first bend,
the target speed was set at 12 km/h. This is a very low speed, but
the decision was made for safety reasons: The test track is an

emB=mReference Map
Automatic Route

open road with constant vehicle circulation. In fact, several cars
invaded the autonomous vehicle route during the experiments,
forcing the test to be suspended.

Fig. 7 also shows that the control system correctly manages
the vehicle actuator, trying to make the control variables and
turning the steering zero to achieve the target angle. Note that,
for safety reasons, the steering angle was limited to 20° to rule
out sharp uncontrolled turnings during these experiments. In
this case, the graphic also shows the first three right turnings,
which were done with a big positive angle increment caused
by the short radius of the bend. The radius of the fourth curve
is bigger than the previous; consequently, the necessary wheel
angle is lower. However, every bend, as well as the straight
segments of the route, is correctly taken.

Table II shows the comparative statistics of the behavior of
the two vehicles when they equip the same control architecture
on the same track.

The behavior of the two vehicles is very similar in both
situations, i.e., straight and curved road segments.

The bigger difference is in the curved segments and is caused
by the different tunings of the fuzzy controllers. However, the
overall behavior of the vehicles is very near, and both correctly
finish the route in the same way that a human driver would if he
is driving these two vehicles.

There are some other reasons to explain this difference. On
the one hand, the mechanical features of each vehicle cause
the difference in the tracking of the route, e.g., the maximum
turning radius cannot be the same for the CyCab and the
C3, because the length and maximum wheel turning angle are
different. On the other hand, the fuzzy controllers have been
tuned to enable each vehicle of following a route. The behavior
of each vehicle in this route following is different from the
behavior of two human drivers in the same situation. However,
the route has correctly been achieved in both cases. Other
reasons, such as the response quickness of the actuators, the
tuning of the low-level controllers, and the GPS failures, are
also related to these differences.
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Fig. 7. Citroén C3 control system variables for the experiment around the IMARA building.
TABLE II ACKNOWLEDGMENT

COMPARISON BETWEEN THE BEHAVIORS OF BOTH CARS IN THE
SECOND STRAIGHT AND CURVE SEGMENTS

Straight road segment Curve road segment

Mean Error Maximum Mean Error Maximum
Error Error
Lateral Angular Lateral Angular Lateral Angular Lateral Angular
(m) ¢ (m ©) (m) O m O
CyCab 065 089 091 271 129 144 215 451
C3 0.36 1.9 0.59 6.3 087 242 231 559

VI. CONCLUSION

We have presented an open architecture for autonomous ve-
hicles to support the automatic driving control of heterogeneous
vehicles. This architecture has been developed and installed in
two different vehicles as part of the EU CyberCars-2 Project:
1) arobotized CyCab vehicle and 2) an automated mass-produced
Citroén C3. These vehicles were thus capable of individual
autonomous behavior. Some autonomous driving experiments
wererun on these two vehicles during a CyberCars-2 meeting that
was held at INRIA, Versailles, France. The main sensorial input
for the vehicles in this experiment was the information supplied
by a high-precision RTK GPS and the GPS digital cartography
reference. The control layer of the architecture is composed
of fuzzy controllers whose procedural rules are the same for
both cars. The only difference is the tuning of the input variable
membership functions. The overall architecture is the same for
both cars. Only the low-level controller layer has particularly
been designed for each vehicle and is specific for each kind of
car. This architecture has experimentally been validated, and the
tests performed show that the behavior of the testbed vehicles
in autonomous driving is very similar, mimicking the human-
driving behavior in the same situations and maintaining enough
precision to consider this control architecture to be safe enough.

The authors would like to thank the European Commis-
sion, the Ministerio de Fomento, the Ministerio de Ciencia e
Innovacién, and Citroén Espafia SA without whom this paper
would not have been finished.
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