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Abstract Hand washing is a critical activity in preventing
the spread of infection in health-care environments and food
preparation areas. Several guidelines recommended a hand
washing protocol consisting of six steps that ensure that all
areas of the hands are thoroughly cleaned. In this paper, we
describe a novel approach that uses a computer vision sys-
tem to measure the user’s hands motions to ensure that the
hand washing guidelines are followed. A hand washing qual-
ity assessment system needs to know if the hands are joined
or separated and it has to be robust to different lighting con-
ditions, occlusions, reflections and changes in the color of
the sink surface. This work presents three main contribu-
tions: a description of a system which delivers robust hands
segmentation using a combination of color and motion anal-
ysis, a single multi-modal particle filter (PF) in combina-
tion with a k-means-based clustering technique to track both
hands/arms, and the implementation of a multi-class clas-
sification of hand gestures using a support vector machine
ensemble. PF performance is discussed and compared with a
standard Kalman filter estimator. Finally, the global perfor-
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mance of the system is analyzed and compared with human
performance, showing an accuracy close to that of human
experts.
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1 Introduction

Effective hand washing is widely acknowledged to be the
single most important activity for reducing the spread of
infection in clinical environments and food preparation areas.
It is extremely important that professionals use the correct
technique to ensure that no areas of the hands are missed.
According to several guidelines [20] the correct hand wash-
ing procedure should comprise six different poses as depicted
in Fig. 1.

In the last few years, several authors have addressed the
problem of single-hand gesture recognition [21], and recently
gesture recognition has been applied to hand washing [9].
Among the wide range of vision-based hand gesture recog-
nition techniques in the literature, we emphasize histograms
of oriented gradients (HOG) which have been used as fea-
ture vectors in hand gesture classification [ 14]. Spatio-tempo-
ral hand gesture recognition using neural networks has been
introduced in [15,27], and recognition of gestures using hid-
den Markov models (HMM) has been also widely studied
[18,21,25]. In [19], a robust hand posture detection method
based on the Viola and Jones detector [29] is proposed. In
[8], the hands and the towel are modeled as a flock of features
describing its approximate shape and three independent par-
ticle filters (PFs), one for each of the right and left hands, and
one for the towel, are used.
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Pose 4

Pose 5 Pose 6

Fig. 1 Pose 1 Rub palm to palm. Pose 2 Rub palm over the back of
the other one. Pose 3 One hand over back of the other hand and rub
fingers. Pose 4 Rub palm to palm with fingers interlaced. Pose 5 Wash
thumbs of each hand separately using rotating movement. Pose 6 Rub
finger tips against the opposite palm using circular motion

In this work, a novel system for hand washing quality
assessment using computer vision is proposed in the con-
text of the Kinometrics project [13] whose main goal is to
develop low cost wireless sensors to measure human move-
ment. Hands/arms segmentation is achieved by combining
skin and motion features to ensure a robust region of inter-
est (ROI) selection process which is independent of light-
ing conditions or reflectivity of the sink (ceramic, stainless
steel, etc.). Hands/arms are modeled by using an area-based
ellipse fitting method. A single multi-modal distribution is
then used in order to measure the position and orientation
of both hands/arms [1]. A bi-manual gesture recognition
scheme that combines appearance descriptors extracted from
a single frame of a video sequence with motion descrip-
tors extracted from optical flow is proposed. Specifically,
HOG [6] and the so-called histograms of oriented optical
flow (HOF) are used to create the feature vectors which will
be dispatched to the classifier. In order to recognize the six
different poses of the correct hand washing technique, two
independent support vector machine (SVM) [28] classifiers
with a one-against-one multi-class approach are used and
combined in a second stage. Finally, a high-level analysis is
carried out to measure the time spent in each pose by the
user. Thus, it is possible to measure the quality of the hand
washing. A general view of the proposed system is depicted
in Fig. 2.

The remainder of the paper is organized as follows: Sec-
tion 2 provides a detailed description of the hands/arms seg-
mentation process along with the proposed tracking model.
PF is widely described in Sect. 3. The feature extraction
method, the description of the classifier used to recognize the
different poses and the high level analysis used for the mea-
surement of hand washing quality are described in Sect. 4.
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Fig. 2 General outline of the proposed hand washing quality assess-
ment system

The results achieved up to date and their comparison with
human performance are presented in Sect. 5. Finally, con-
clusions and a description of the future lines of research are
presented in Sect. 6.

2 Hands/arms motion model and measure equation
2.1 Adapting vision measurements to the proposed model
2.1.1 Skin color detection

An area-based ellipse fitting over a skin probability map is
used to measure the hands/arms position and orientation.
A skin color segmentation method is used to generate the skin
probability map. The aim is to have a probability map with
high intensity values in the skin pixels and low intensity val-
ues in the non-skin pixels. Skin detection plays an important
role in various applications such as face detection, searching
and filtering image content on the web, video segmentation,
face/head tracking, etc. Among the different color spaces we
use the normalized RGB color space, which is easily obtained
from the RGB values by a simple normalization procedure:

R G B
r = . = N = —
R+G+B * " R+G+B R+G+B
@))

The normalization removes intensity information, so that rgb
values are pure colors. Because r + g + b = 1 no informa-
tion is lost if only two elements (r, g) are considered. In that
case, the color space is usually named as rg-chromaticity. In
the work described in [26] the illumination influence over
the skin-tone color for several nationalities is studied using
four fluorescent lamps with different CCTs. Thus trapezoidal
areas in the rg-chromaticity plane group the different skin
color values of the different subjects nationalities according
to the illumination conditions [26]. In our approach skin seg-
mentation is applied using rectangular areas in the rg-chro-
maticity plane instead of trapezoidal ones, since it facilitates
the probability computation of the probability without loss of
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Fig. 3 Gaussian distribution in the rg-chromaticity plane

performance. Four boundaries are defined (#min, "max, &min
and gmax) and the skin probability is then modeled by a
Gaussian function:

f(r,g)= 1 exp(— (r— rmean)z . (8 — gmean)2
8 27-[0—r0'g P 20,.2 205

) @

where Fmean, &mean, 07 and oy are the mean and the vari-
ance values for each chromaticity channel, respectively. After
some experimental work, the variances are fixed to a value
of 0.6. Fmean and gmean are computed according to the rect-
angular boundaries:

(gmax - gmin)

8mean = f 3)

If the chromaticity of a pixel falls in the modeled area
(see Fig. 3), then its probability is computed using Eq.(2)

(Fmax — "min)
’'mean = f,

Fig. 4 Upper row Original
images. Lower row Skin
probability maps. a With
favorable, and b unfavorable
lighting conditions

and normalized between 0 and 255. Thus the intensity of the
result images represents the probability of a pixel of being
skin.

Although the described scheme can successfully deal with
lighting changes, the varying lighting conditions of the wash
hand basin requires a lightning compensation step to achieve
more robust measurement of skin tone. We chose the grey-
world approach implemented in [4]. This method is based on
the assumption that the spatial average of surface reflectance
in a scene is achromatic. Since the light reflected from an
achromatic surface is changed equally at all wavelengths, it
follows that the spatial average of the light leaving the scene
will be the color of the incident illumination. In addition,
even though lighting compensation reduces the variability in
skin tones detected, there remains a significant challenge to
robust segmentation in real world situations, i.e., reflections
due to stainless steel wash hand basins. This is a factor of
both the skin tones of the user and the lighting conditions.
An example of this can be observed in Fig. 4. In Fig. 4a,
reliable segmentation is achieved, while in Fig. 4b additional
light from a window produces reflections of the hands on
the stainless steel. Consequently, in situations where stain-
less steel wash hand basins are used, additional features are
required to achieve robust segmentation. In our approach, we
propose the use of features based on motion analysis.

2.1.2 Skin and motion segmentation

Our proposal for robust hand segmentation consists in com-
puting an overall image that integrates both skin and mo-
tion features. The first frame used in the initialization step

(b)
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is directly given by the skin probability map after skin color
segmentation. Then, for each skin pixel, which could be a
false positive, we calculate the motion vector obtained by
means of optical flow analysis. Then, an average filter over
the motion magnitude image is computed. If the averaged
motion magnitude is greater than a fixed threshold 77p the
probability of a pixel to be considered as hands/arms region
is increased. If it is less than 77 p, then the probability is de-
creased. Let M; ; represents the averaged motion magnitude
of pixel (i, j) and Px(i, j) be the probability of pixel (i, j)
to be considered as hands/arms region at frame k. Then

if M; ;> Tip then Px(i, j) = fi(Px—1G, j), I) @
elseif M; j < Typ then Py(i, j) = fp(Pr—1(i, j), D)
where f; and fp functions are given by
S1(Pr—1G, j), D
_|1.0 if P_1(@, j)+1 > 1.0 )
" | P_1G, j) +1 otherwise
fo (P13, j), D)
~ 0.0 if P._1(i, j) — D < 0.0 ©)
" | P_1(i, j) — D otherwise

Fig. 5 Skin and motion
detector for hands/arms
segmentation scheme

Skin detection

We implement this increase/decrease effect by means of
the coefficients / and D, defined according to the following
equations:

1 1
I=Ip(l = ————); D=Dp—0 @
i,j

M;;j=Tip o M
exp( 0.5Tp ) exp(O.S 11))

where Ir and D are the increase and decrease factors, M; ;
is the motion magnitude of pixel (i, j), and 77 p is the thresh-
old value which decides if there is going to be an increase or a
decrease in the output image. 77 p is experimentally obtained
taking into account possibly camera movements.

The increase function should reach the maximum value
quickly, whereas the decrease function must be less steep.
This is because we want to quickly highlight motion as
soon as it is detected and penalize its absence more slowly.
Thus skin pixels due to metal sinks and specular reflections
are slowly removed while the hands/arms are correctly seg-
mented only if they are moving. This architecture does not
resolve the issue of hand detection while the hands are not
moving. However, in this application, the hands rarely stop
moving and one can argue that if they do stop no effective
hand washing is being performed. Figure 5 shows a summary

Averaged motion magnitude

Increase

motion
magnitude >
threshold

] [ i u )

Segmented Image
Initialization

Inc/Dec
>
Probability | 1% frame
Segmented [
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of the global architecture described so far for the hands detec-
tion based on both color and motion information.

2.2 The model equations

The objective of the proposed tracking method is to model
the hands/arms movements of a person washing their hands.
In order to achieve this goal each one of the hands/arms has
been characterized as an ellipse (Fig. 6) represented by the
following state vector:

Xk = {Xk, Yk, Ok, Xk, i} (8)

where xi, vk, Xk, Yk, are the ellipse position and velocity and
O is its orientation. The ellipse axes were not included in the
state vector because they added complexity to the measure-
ment estimation without providing any improvement (the
state estimation tends to degrade along time) and it required
a higher computation time. The minor to major axis ratio
has been fixed to 1/3. Then, the length of the major axis
is fixed taking into account the distance from the camera to
the washbasin, which can be configurable, and the fact that,
according to different recommendations, the sleeves have to
be rolled up to the elbow. With these states, the discretized
system dynamics are given by

Xk 1 0 0 T O Xi—1
Yk 010 0T Vi—1
gl=10 01 0 ol |+wm ©)
Xk 0O 0 0 1 0 Xk—1
Vk 00 0 0 1 Vk—1

where T is the sampling period and wy is the noise vector
related to the system which determines the spread capability
of the particles that identify each hand.

Fig. 6 Parameters of the ellipse model

It is assumed that measurements y; are mutually inde-
pendent and also with respect to the dynamic process. To
represent the measurement process, a simple model is used
in which Gaussian noise is added. The measurement vector
is defined by the ellipse position (xx, yx) and orientation (6):

Y = {Xt» Yk, Ok} (10)

and the measurement equation is then given by:

Xk—1
Xk 1 0 0 0 O Vi—1
wl=[0 1 0 0 0 Ok—1 | + vk (11)
Ok 0O 0 1 0 O Xk—1

Vk—1

where vy is the noise vector related to the accuracy of the
measurements.

3 Particle filtering method

The measurements provided by the proposed skin and
motion segmentation scheme may contain errors due to sev-
eral issues such as unfavourable lighting conditions, reflec-
tions, changes in the color of the sink surface, occlusions, fast
movements of the hands, etc. In addition, in the hand wash-
ing scenario the estimation of the position of the hands/arms
must be robust over long periods of time and must be able
to be re-initialized if the hands are lost, such as when one or
both hands leave the scene. These statements support the use
of a robust tracking method.

Algorithms using PF to track one or several objects were
previously named as Condensation [11]. Using independent
linear-Gaussian filters to track each one of the objects is
not the best solution from the computational point of view.
In addition, independent filters may tend to join over the
same target, although some techniques have been proposed to
resolve this important problem [22]. Kalman filter (KF) is not
optimal because it is based on uni-modal Gaussian densities
and it is not able to represent multiple alternative hypothesis.
Although PF usually are more time consuming, they are also
independent on the number of objects being tracked [12,23].

In this application, a uni-modal representation of the sys-
tem would require to manage a 10 x 1 state vector. Then,
the number of particles needed to model all the possible
states would be intractable. Accordingly, the estimation for
each one of the arms is merged into a single Gaussian multi-
modal probability density function (pdf) which integrates the
state information for each one of the hands/arms. This poses
two main challenges. First, we must avoid one of the hands
absorbing all the particles of the filter, leaving a uni-modal
filter. In a multi-tracking system, there is always one object
which yields a higher probability than the others. In our sys-
tem the number of objects to be tracked is known, and this is
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Fig. 7 Outline of the particle filter estimator

used to propagate the particles in an equitable way, assuring
the correct representation of the multi-modal pdf. The prior
knowledge of the state pdf allows us to force the particles to
fill the states we know will represent the system real state.
This is performed with a k-means clustering technique which
prevents the system from merging in a single Gaussian pdf
or to spread in more than two which should represent the two
arms. The second challenge is to make the tracking robust
to partial occlusions while being able to follow quick move-
ments of the targets. This implies a trade-off solution between
a fast response and a stable estimation to partial occlusions.
To achieve this, a supervision algorithm which ensures the
consistency of the measurements has been developed. This
supervision algorithm controls the filter estimations for each
of the hands/arms at every filter iteration, and adjusts the
filter parameters depending on the occlusion, position and
velocity of the arms and the quality of the estimations. This
supervision algorithm allows for stable estimations as well
as fast filter responses.

The filter can be divided in the following sub-systems
(Fig. 7).

3.1 Initialization

In order to cover as much as possible of the probability
density function of the state, a fixed number of randomly
generated particles are created. At the first filter iteration the
particles are assigned to each one of the arms using a clus-
tering algorithm (see Sect. 3.4). The number of particles is
equally distributed between the two arms, i.e., once one of
the arms has received half of the particles, the rest of the par-
ticles are assigned to the other arm. The cluster located on
the right side of the image will be labeled as right hand/arm
and vice versa. In addition, every time the supervision system
detects that the state estimation is not of sufficient quality the
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filter is restarted and new randomly generated particles take
the place of the old ones.

3.2 Weight computation

At this step two tasks are carried out, first, each particle is
scored with the probability of being the real state (position,
velocity and orientation) of the arms and secondly, an esti-
mation of the state of each of the arms is computed.

Let each particle be represented by its state vector Xg.
Then, the probability of representing the real state of the
system is computed by using an area-based ellipse fitting
method, i.e., for each particle, its weight is computed by
summing up the membership (1) to the skin function of the
ellipse inner points:

ax) = >

Px»Dy€ellipse;

S(px, py) (12)

where f(py, py) is the probability of point (py, py) of being
a skin pixel, yielded by Eq.(2). This way, as long as a par-
ticle/ellipse covers image regions with high probability of
being skin it will get high scores. Particles with high scores
will have higher probability of being regenerated in the re-
sampling step.

Once the weight is computed for all the particles, the esti-
mation of the real state of the system is also calculated. Differ-
ent techniques have been explored to find out the one that best
represents the real hands/arms position and velocity, while
allowing for a fast filter response to fast movements and par-
tial occlusions.

The filter dynamics and observation models have been
tuned to rapidly react to changes in the system state. Accord-
ingly, the system’s real state is always surrounded by an
important number of particles which will quickly absorb fast
changes (movements of the arms, occlusions, etc.). These
“surrounding particles” will not accurately represent the sys-
tem’s real state but will take care of the fast changes. In fact,
these particles will decrease the real state estimation accu-
racy. To get an accurate estimation of the state, these particles
have to be removed from the computation of the estimated
state. To do so, the estimated state is computed using an
average for an elite of the particles. Using only particles xj
weighted 80% over the average membership of the particles
Amean, the real state x; for each one of the hands/arms clusters
is computed as follows:

= > x (13)

Xp /A (X ) >0.8 X Amean

where M is the number of particles weighted 80% over the
average membership of the particles Apean. It should be noted
that at this stage the particles have already been labeled as
belonging to one of the arms, so that Eq.(13) is computed
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separately for each one of the hands/arms using only its par-
ticles.

This, along with the supervision algorithm, allows our
system to be stable and accurate in the tracking as well as
responsive to changes in the state of the system. When the
entire set of particles are used instead of just the elite ones,
the estimated state degrades quickly.

3.3 Re-sampling

In the re-sampling step, new particles are randomly regen-
erated from the old ones depending on the weight/score re-
ceived on the previous step. Particles receiving a higher score
are more likely to be regenerated. To do so, given N particles,
a segment [0, 1] is divided into N sub-segments [nal, na2]
whose length is proportional to the score achieved by each
one of the particles. Then, a random number is generated be-
tween 0 and 1. The sub-segment where this number is con-
tained will determine the particle that will be regenerated.
Note that the re-sampling process is carried out indepen-
dently for each arm.

3.4 Clustering

A k-means clustering algorithm is used to split the particles
into two clusters (the two arms) after the re-sampling. This
information will be used in the next weight computation and
re-sampling steps.

The aim of the k-means clustering algorithm is to place
a set of vectors in the input space which describes in a
discrete way the density of observed samples. To do so it
places K random seeds at the first iteration and take them
as centroids, linking the samples to their nearest centroid.
The samples assigned to each centroid will make a cluster.
The centroids are then recalculated as the mean of all of
its samples. The algorithm is then repeated until the cen-
troids variation is under a certain threshold. In order to
assure that the number of particles is equally distributed
between both arms, each cluster can only receive half of
the particles, i.e., once one of the arms has received half
of the particles, the rest of the particles are assigned to
the other arm. The k-means algorithm uses (x, y) particles
position in the image as input. The output is a list of labeled
particles as 1 or 0. Once the particles have been labeled,
the new clusters are linked to the estimation of the arm’s
position in the last step by using a simple minimum distance
criterion.

3.5 Propagation
A dynamic model of the system is used to propagate the

particles to the next state. This propagation step is tuned by
the supervision algorithm by modifying the variance of the

noise added to the dynamic model according to two param-
eters: degree of overlap between the arms/ellipses (O,) and
the arms/ellipses velocity (v,). These parameters entail the
definition of several thresholds:

[ if O, < Q| = separated arms
elseif O, > 2; and (14)
0O, < Q, = joined arms, small overlap
| elseif O, > Q> = joined arms, great overlap
[ if vy < t, = slow movements
. (15)
else if v, > t, = fast movements

According to these parameters, the supervision algorithm
manages three different situations:

— Separated arms, fast movements: when the last move-
ments have been fast, the system estate is expected to
change fast as well. In order to be able to predict these
abrupt changes in the state the particles have to be propa-
gated to less expected states. To do so, extranoise is added
to the dynamic model so that the predictions adjust better
the real movements of the arms. As long as the arms are
far away from each other the risk of overlapping is small.

— Joined arms, fast movements: when the area of overlap is
small and the movements have been fast no extra noise is
added to avoid merging both arms.

— Joined arms, great overlap: when the arms are signifi-
cantly overlapping since they are very close to each other,
a decrease in the noise of the dynamic model is needed
in order to avoid the joining of the two arms and also
to maintain good estimations to partial occlusions. Low
noise levels will make the system state evolution “slow”
and so robust to occlusions because the state will be hold
longer.

This tuning of the propagation step predicts the evolution
of the system as a whole, taking into account not only the
last target position and velocity but also the most probable
evolution of the system in the next iteration. With this tuning
step, the filter is able to follow fast changes in the state as
well as to keep good estimates despite partial occlusions.

3.6 Supervision

The supervision algorithm controls the PF state and restarts
it when its estimation has degraded. The main reasons for a
degradation in the estimations are occlusions, bad initial esti-
mations, and failures in the skin extraction method. The
supervision algorithm uses five indicators to evaluate the
quality of the filter estimation:

— Membership of the state estimation (one for each arm):

For each iteration, the membership of the state estimated
by the filter is computed and asked to reach a minimum
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level. If it does not reach this minimum membership for
several consecutive iterations, the supervision algorithm
decides that the tracking has lost one or both arms and
restarts the filter.

— Variance of the clusters position with respect to the
estimated state (one for each arm): For each one of the
clusters, the variance of its particles var; is computed as
follows:

var; = % Z

Xy /Xg cluster;

(xx — £1)? (16)

where N is the number of particles of the cluster i, xx
represents the state of particle k pertaining to cluster i,
and x; is the estimated state of cluster ;. If the quality
of the estimations decreases, then the variance becomes
greater because the filter can not set particles around an
estimation with high probability. The supervision algo-
rithm checks for this situation for several iterations. If
the situation persists, the filter is restarted.

— Opverlapping (one for both arms): To prevent the estima-
tions from joining to form a single pdf, the overlap of
the solutions for the arm positions is computed on every
iteration. If this value is above a threshold the supervision
algorithm restarts the filter.

Using this information the supervision algorithm mea-
sures the number of objects being tracked, the tracking qual-
ity and also is able to determine if both clusters have been
assigned to the same arm or not. Finally, the dynamic model
is tuned according to the above parameters.

4 Bi-manual gesture descriptors and classification

In this section, we describe the proposed bi-manual gesture
recognition scheme. First, the regions of interest that cover
both the hands and the arms are obtained. Second, appearance
and motion descriptors are computed for the hands and the
arms, respectively. Choosing discriminating and independent
features is the key to any pattern recognition algorithm to be

successful. In this case, the selected descriptors are designed
to capture both the single-frame appearance and the relative
motion of the different hand washing gestures. Then, a two-
staged classifier scheme is applied. Two separate multi-class
SVM classifiers are trained from the appearance features and
the motion features, respectively. The second stage classifier
combines the outputs to produce the final result (see Fig. 8).
Finally, once the gestures are determined, a high-level analy-
sis is used to integrate and complete the hand hygiene assess-
ment procedure.

4.1 ROI selection

Once the hands/arms are detected joined, after segmenta-
tion and tracking, a ROI selection mechanism is needed to
locate the region of interest from which features are going
to be extracted. Two ROIs have been defined depending on
the feature extraction method. From the appearance point
of view, the information related with the arms is not useful,
therefore, a ROI covering the hands is selected when appear-
ance features are computed. However, from the motion point
of view, the movements of the arms contain relevant infor-
mation, therefore, a ROI covering the arms is selected when
the motion features are used.

The first step consists in computing the intersection point
of the two major axes of the ellipses. Then, a vertical sym-
metry axis is located in the horizontal coordinate of the inter-
section point. Vertical bounds are first determined and then
the horizontal ones, as can be seen in Fig. 9. The width or
the height is enlarged to obtain a square region of interest.
Finally, the ROIs are resized to 128 x 128 and 192 x 192
for the hands and the arms, respectively. The only difference
between both ROIs corresponds to the upper vertical bound,
which is fixed to the upper part of the whole image for the
case of the ROI that covers the arms. Both processes are
depicted in Fig. 9.

4.2 Appearance descriptors

The six different poses clearly differ in shape. The goal is to
choose discriminating and independent features to represent

4 N
Hands ROI
Selection

_ J

Appearance
descriptor

4 I
multi-class
SVM,

- J

Mixture of

& /

4 ) (. N
,| ArmsROl | Motion . ;| multi-class
Selection descriptor SVM;,,

experts

& J

ROI selection

Features extraction

Classifier scheme

Fig. 8 Global overview of the proposed bi-manual gesture recognition system
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Fig. 9 Upper row ROIL
selection to cover the hands
(128 x 128). Lower row ROS
selection to cover the arms
(192 x 192)

the bi-manual gesture shape. We use local histograms of ori-
ented gradients as our single frame feature extraction method,
which has reported good performance results in recent appli-
cations [6, 1]. The aim of this method is to describe an image
by a set of local histograms. These histograms count occur-
rences of gradient orientation in a local part of the image.
First, the color image is converted to grey level, then the gra-
dient is calculated, and next the image is split into cells which
are defined as square regions with a predefined size in pix-
els. For each cell, we compute the histogram of gradients by
accumulating votes into bins for each orientation. Votes can
be weighted by the magnitude of the gradient vector, so that
the histogram takes into account the weight of the gradient
at a given point.

Due to the variability in the images, it is necessary to
normalize the cell histograms. Cell histograms are locally
normalized according to values of the neighbored cell his-
tograms. The normalization is done among a group of cells,
which is referred to as a block. A normalization factor is
then computed over the block and all histograms within this
block are normalized according to this normalization factor.

We use the L2-norm scheme, v — v/ ||v||§ + €, where v
is the unnormalized block descriptor and € is a small regu-
larization constant needed for eventual evaluation of empty
gradients. Note that according to how each block has been
built, a histogram from a given cell can be involved in sev-
eral block normalizations. Thus we are going to have some
redundant information which, according to [6], improves the
performance. Figure 10 shows a graphical description of this
method.

When all histograms have been computed for each cell,
we build the description vector of an image by concatenat-
ing all histograms into a single vector. In order to compute
the vector dimension several parameters have to be taken
into account: ROI dimension, cell size, block size, number

of bins and number of overlapped blocks. Joining together
all the elements described so far, the final recount of fea-
tures is a follows: the ROI size is 128 x 128, each window is
divided into cells of size 16 x 16, and each group of 2 x 2
cells is integrated into a block in a sliding fashion, so blocks
overlap with each other. Each cell consists of a 16-bin HOG
and each block contains a concatenated vector of all its cells.
Each block is thus represented by a 64 feature vector which
is normalized to an L2 unit length. Thus, in our case we have
feature vector dimension of 3.136. Table 1 summarizes the
list of all the features included in the final appearance feature
vector.

4.3 Motion descriptors

The proposed motion-based bi-manual gesture descriptor is
based on optical flow features, induced by the specific motion
pattern of each one of the poses. Absolute motions are used
since both the camera and the background are static. Spatio-
temporal features are introduced to improve the performance
of the spatial features at the drawback of requiring tempo-
rally aligned training samples. It is expected that the specific
dynamics of each one of the poses will be discriminating in
the recognition process.

The local orientations of motion edges is captured by
emulating the static-image HOG descriptors (see Fig. 11)
resulting in the so-called HOF. We use the two optical flow
components to find the corresponding flow magnitudes and
orientations. These ones are used as weighted votes into local
orientation histograms in the same way as for the standard
HOG.

In this case, the ROI size is 192 x 192, each window
is divided into cells of size 24 x 24, and each group of
2 x 2 cells is integrated into a block in a sliding fashion, so
blocks overlap with each other. Each cell consists of a 16-bin
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Fig. 10 HOG description.

a Original image, b grey image,
¢ gradient image, d HOG, cells
distribution and blocks
normalization

Local

OverlappingL
Blocks

Table1 Listof all the features included in the appearance feature vector

Cellsrow = 128/16 = 8

CellsBlockrow = 32/16 =2
OverlapBlocksgow =8 —2+1=7
Cellsco = 128/16 = 8

CellsBlockcol = 32/16 =2
OverlapBlockscojymn =8 —2+1=7
VectorDIM =7 x 7 x 2 x 2 x 16 = 3,136

histogram and each block contains a concatenated vector of
all its cells. Thus, in this case we have the same feature vec-
tor dimension. Table 2 summarizes the list of all the features
included in the final motion feature vector.

4.4 Bi-manual gestures classification using multi-class
SVM

The SVM classifier is a binary classifier algorithm that looks
for an optimal hyperplane as a decision function in a high
dimensional space [28]. It is a type of example-based ma-
chine learning method for both classification and regres-
sion problems. This technique has several characteristics that
make it particularly attractive. Traditional training techniques
for classifiers, such as multi-layer perceptrons (MLP) use
empirical risk minimization and only guarantee minimum
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error over the training set. In contrast, SVM relies on the
structural risk minimization principle [28], which minimizes
a bound on the generalization error and therefore should per-
form better on novel data.

In order to perform the multi-class classification the one-
against-one method is proposed, with which k(k — 1)/2 dif-
ferent binary classifiers are constructed, training data from
two different classes for each of them. In this application,
there are six different classes relating to the six different
poses described in Fig. 1, plus an additional complementary
class representing an indeterminate pose (with k = 7 we
have 21 binary classifiers per each descriptor). In practice
the one-against-one method is one of the most suitable strat-
egies for multi-classification problems [10]. After training
data from the ith and the jth classes, the following voting
strategy is used: if a binary classifier determines that a given
sample x is associated to class j, then the vote for the class
Jj is incremented by one. Finally, sample x is predicted to be
in the class with the largest vote—this approach is referred
to as the max-wins strategy [30].

4.5 Mixture of experts
Instead of using a monolithic approach in which appearance

and motion features are concatenated into a single feature
vector, we propose the use of a mixture of experts architec-
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Fig. 11 Motion descriptors,
cells distribution and blocks
normalization

Orientation
Voting

Local

Normalization

Overlapping
Blocks
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Table 2 List of all the features included in the motion feature vector
Cellspow = 192/24 =8

CellsBlockrow = 48/24 =2

OverlapBlocksgow =8 —2+1=7

Cellscol = 192/24 =8

CellsBlockco) = 48/24 =2

OverlapBlockscojymn =8 —2+1=7

VectorDIM =7 x 7 x 2 x 2 x 16 = 3,136

ture. Separate classifiers are independently learned from the
appearance and the motion features, and a second stage is
used to combine the outputs of these detectors. There are
plenty of alternatives in order to define the second stage,
for example using a SVM trained to combine the outputs of
the first stage. However, we propose to maintain the voting
structure using the max-wins strategy. As we have 21 binary
classifiers per each multi-class classifier, we count 42 votes
and determine the class according to the largest vote.

4.6 High-level analysis of the hand washing quality

Poses which are sustained for a threshold number of frames
are passed to an accumulator which counts the number of
frames that each pose has been maintained for, which effec-
tively counts the amount of time spent in each pose. Each
pose has a configurable threshold minimum time (the rec-
ommended time for hand washing is a minimum of 15s of
hand rubbing [2,20]). When all thresholds are exceeded the
hands are deemed to have been washed to a sufficiently high
standard.

The hand pose information is used to complete a hand
hygiene assessment. Each of the hand poses must be recorded
for a configurable time period. It has to be noted that bi-man-
ual hand washing poses can be executed in any order. This
information is integrated over time and provided to the user
via a graphical display such as a speaker or an audio display
device.

5 Results

The experiments were carried out using standard ceramic
and stainless steel sinks and the Kinometrics field test unit
(see Fig. 12) constructed for automatic hand wash quality
measurement. The system uses the camera sensor to mea-
sure the hand wash technique—was it a “splash and go” or
did the person follow the hand washing guidelines such as
those produced by SARI [24]. It can measure the technique if
the person uses soap and water or alcohol gels to clean their
hands. This information can be logged as part of HACCP [7]
records in a food preparation area.

5.1 Tracking results

In order to support the use of the proposed PF, we compare its
performance with the one obtained by a Kalman filter in a set
of videos. Each video consists in a sequence with different
subjects washing their hands, with different lighting condi-
tions and some of them wearing wristwatches and bracelets.
Ground truth data sets have been manually computed using
an image graphic tool. Thus, ellipse positions and orienta-
tions have been acquired so that performance comparisons
can be made between both filters and the ground truth data.
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Fig. 12 Field test unit. The hand wash station uses the camera (black
object) to measure the quality of the hand wash and results are displayed
on the touch screen

To evaluate and compare the filters performance the root
mean square error (RMSE) is computed:

N
RMSE(%) = % > (xli) — £0)? (17)

i=1

Input images for both filters are the ones yielded by the skin
and motion segmentation algorithms described in Sect. 2.
State and measurement noise matrices were chosen to be the
same either for the PF or the KF. In the case of the PF, sev-
eral experiments were carried out with different number of
particles. An area-based ellipse fitting method has been also
applied to get the measures for the KF estimator. The pre-
diction yielded by the KF is used to restrict the region where
the next measures are taken. A threshold operator combined
with morphological filters is applied to the skin probability
images to reduce the number of points where the ellipses are
centered and thus, reduce the number of operations needed by
the area based ellipse fitting process. The measures yielded
by this method are very similar to the measures taken by the
PF estimator (Table 3).

As stated in Sect. 2.2, the major axis of the ellipses is
fixed by configuring the distance between the camera and
the washbasin (this parameter is fixed in the Kinometrics
field test unit) and by taking into account that the user should
have the sleeves rolled up to the elbow. Then, the minor axis is
defined as one third part of the major one. With this assump-
tion good results are achieved at a reasonable computational
cost. On the contrary, if we include both or one of the ellipse
axis in the model, the computational time required to achieve
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Table 3 Effect of the number of particles on the performance

# Particles RMSE orientation RMSE position
N =50 8.2956 12.9675
N =15 8.2736 10.6263
=100 7.6524 9.8123
=150 7.8920 7.9388
N =200 7.5046 8.5176
N =250 7.3416 8.1302
N =300 7.1035 7.5869
Kalman 25.3185 12.6010
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Fig. 13 RMSE analysis for Particle and Kalman filters. a Orientation 6.
b XY Position

a solution becomes intractable and the state estimation tends
to degrade with time.

Regarding both an accurate response and a reasonable
computation time, the ideal number of particles is 200.
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Table 3 depicts RMSE for position and orientation for PF
with different number of particles and for KF. It is shown
that PF yields better results for orientation as well as for
position estimations. As long as the number of particles in-
creases, the RMSE decreases and less time is needed to get
stable estimations. On the other hand, the computation time
increases with the number of particles. The higher perfor-
mance of the PF can be explained by the multi-modal and
non-linear nature of the problem to estimate. KF is able to
predict the state of the system as long as it remains “inside
the limits” of linearity. When both arms overlap or move too
fast the KF fails in its predictions.

Figure 13 depicts the RMSE along time for the PF an KF.
As can be seen PF yields better estimations for arms orien-
tation and position. Also PF is robust to head occlusions and
hands overlapping. It is able to maintain the estimation of
the pose and the orientation for a few frames thanks to the
supervision algorithm which adjust the filter response to the
estimated situation of the system. It also performs better to
quick movements of the arms, where the KF shows some
inertia and sometimes loses the arms. The supervision algo-
rithm restarts the estimation when occlusions or overlapping
areas persist in time. Figure 14 provides two examples where
the results of the PF tracker can be seen.

5.2 Classification results

We tested our system using a database of hand poses which
was built up in the following way: we recorded 6 videos
about 600 frames each one (24s long) in a single session.
Each video consisted of a sequence of hands performing the
movements associated to only one specific pose (four differ-

Fig. 14 Tracking sequence.
Upper row Particle filter results.
Lower row X —Y particles
distribution

ent subjects per video). Pose 7 appears in all the sequences.
The subjects were instructed to wash their hands following
the guidelines suggested by [20]. In this case, a stainless steel
hand wash basin has been used under unfavorable lighting
conditions. Thus, we can assure that the classifier has to deal
with the worst case scenario: specular reflections and low
contrast between the hands and the sink.

Next, the experts labeled each frame as pose 1 to 6, using
the label 7 for the indeterminate pose, and those frames in
which the experts did not agree were rejected. Following,
the selected frames were analyzed by the ROI segmentation
procedure and all those frames in which the ROI could not be
detected by the system because the hands were not joined—
basically at the start and at the end of the video sequences—
were rejected. The remaining frames—about a half of the
original data set—constitute the training set with which the
SVM ensemble was trained. The test set consisted of two
videos of about 1 min long in which the different poses were
randomly visualized. The three experts performed a labeling
of all the frames for these two videos, and all those frames
in which the experts did not agree were rejected. In addi-
tion, all the frames in which a ROI was not segmented by the
system were not taken into account. The remaining frames
(1,449/1,924 for video 1 and 1,025/1,309 for video 2) con-
stitute the test set (see Table 4).

Segmented ROIs, from where features were extracted,
were resized to a fixed size of 128 x 128 or 192 x 192
(depending on the features) to have a normalized area of
analysis. For the motion analysis we applied the Lucas and
Kanade approach [17] with a threshold value T;p = 50 and
a window of 7 pixels for the average filter. We used the LIB-
SVM library [5] for building up the SVM classifier ensemble
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Table 4 Training and test data

sets Data sets Pose 1 Pose 2 Pose 3 Pose 4 Pose 5 Pose 6 Others
Training 638 780 594 977 902 1,073 587
Test 488 414 360 456 477 358 304
;I;bttesdiggrtzg?g& Sr:ft::s (DR) Descriptors Pose 1 (%) Pose 2 (%) Pose 3 (%) Pose 4 (%) Pose5 (%) Pose 6 (%) Others
HOG DR 86.07 91.55 94.72 89.25 86.37 96.09 61.84
HOF DR 87.76 96.63 85.00 82.71 65.99 96.78 71.93
MoE DR 88.32 97.81 94.71 89.31 85.95 96.13 70.66
Inter-observer agr. 94.59 97.71 97.20 97.53 98.46 97.43 82.98
Table 6 Distribution table of
the multi-class ensemble Poses System
1 2 3 4 5 6 7
Human
1 241 0 2 7 0 0 4
2 0 201 0 0 11 0 0
3 0 2 170 0 3 0 0
4 1 0 0 294 1 3 0
5 3 0 0 193 11 4
6 3 0 0 0 143 2
7 1 4 0 17 5 113

with radial basis function (RBF) kernels. All the single clas-
sifiersuseda y = 3.2¢7% a5 the RBF parameter, which was
obtained empirically. We can see the results after applying
multi-classification with HOG and motion features and SVM
classifier in Table 5.

On the one hand, appearance features perform better for
poses 3, 4 and 5. On the other hand, motion features provide
better results for poses 1, 2 and 7. Pose 6 is detected with
almost the same accuracy in both cases. The mixture of ex-
perts architecture combines the output of the two detectors
and performs slightly better than the best monolithic clas-
sifier. Although detection rate is low for the “other poses”
case, which is reasonable taking into account that it is the
class with highest variability, all the recommended poses are
classified with detection rates above 85%. Three of them
are classified with an accuracy greater than 94%, and the
best classified class has a detection rate of 97.81%. The last
row of Table 5 shows the inter-observer agreement as the per-
centage of coincident labels assigned by different experts to
frames of the same class, which provides information about
the intrinsic difficulty of each pose. The inter-observer agree-
ment was calculated in the following way: we take all the M
frames labeled as class 1 by Expert 1 and Expert 2 and we
count the number of coincidences N 11 2. The inter-observer
agreement for Experts 1 and 2 in class 1 is calculated as the
ratio N 11 2 /M. We repeat the same procedure for Experts
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2 and 3, and for Experts 1 and 3, and we average the
results (this same scheme is applied for the rest of the
classes).

The results shown in Table 5 appear to confirm that the
proposed approach behaves in a similar way as the experts:
those classes which show the highest detection rate, as in the
case of Pose 2 and Pose 6, tend to show a high expert agree-
ment, and vice versa, both low agreement and detection rate
in Pose 7, perhaps with an exception in the case of Pose 5.
This fact can be analyzed in the distribution table of Table 6,
in which the element in the row i and column j represents the
number of frames labeled by the human as Pose i which were
classified by the system as Pose j. The distribution matrix
shows how most of the misclassified samples of Pose 5 are
voted for Pose 6 and the “other poses” class. However, the
system appears to achieve a better generalization of Pose 6,
since no misclassified frames are voted for Pose 5 in this
case.

Figure 15 depicts an example of the single frame clas-
sification results in a given sequence. The detected class is
shown with a number at the top left of each image. The sys-
tem correctly detects when the hands are separate or joined.
Even with a single frame approach the classifier correctly
detects the transitions between poses, which are classified as
the “other poses” class (a video sample of the system output
can be obtained via web in [13]).
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Fig. 15 A sequence of frames with their associated pose class

6 Conclusions and future work

In this work, we present a vision-based system for automatic
hand washing quality measurement which can be used in
hospitals, clinics, food processing industry, etc. One cam-
era is placed over the sink focusing on the hand washing
area. The system is implemented in a PC-based architec-
ture and the complete algorithm runs at an average rate of
20 frames/s. Hands/arms are segmented by means of skin and
motion features. This segmentation process is robust against
specular reflections due to steel sinks, illumination changes,
etc.

A robust estimator of hands/arms position, orientation and
velocity based on a probabilistic multi-modal filter, com-
pleted with a k-means clustering technique, is proposed. The
RMSE analysis has been used to describe and compare per-
formance. The obtained results showed that the PF estimator
performs better than the usual KF estimator. It is robust to
partial occlusions and fast movements whereas KF is only
able to track soft movements.

Two independent SVM classifiers are learned from appear-
ance (HOG) and motion (HOF) features. Each classifier
contains 21 binary classifiers (one-against-one) and their
outputs are provided using the max-wins strategy. A mixture
of experts architecture is used in a second stage, combin-
ing the outputs of the monolithic detectors. This classifica-
tion structure appears to yield more than acceptable results.
The introduction of spatio-temporal features improves the
overall performance of the system. Symmetric hand wash-
ing poses (which can be either done with left or right hand)
are correctly detected. The worst detected class is the one
with highest variability (other poses) which has a detec-
tion rate of 70.66%. The minimum and maximum detec-
tion rate for the six poses are 85.95% (Pose 5) and 97.81%
(Pose 2).

As a novel application, the outcomes shown in this con-
tribution are encouraging results for a multi-class classifi-
cation problem with seven classes. However, several tasks
are planned for the future in order to both improve the per-
formance and reduce the computation costs. The search of
an optimal trade-off between the discrimination power of
the feature vector and its size is an important issue in or-
der to reduce the overall computation load in on-line sys-
tems. Single frame classification can be improved by adding
a multi-frame validation process, in which stochastic models
(hidden Markov models, for instance) might play an impor-
tant role integrating sequence information. New data sets
will be created for training and test, under various light-
ing conditions, with different types of sinks and a larger
variety of subjects, in an attempt to improve the robustness
and the generalization capability of the proposed system. Fi-
nally, although the multi-class SVM ensemble appears to
yield good classification results, the use of other alterna-
tives with a lower computational cost are in our scope, look-
ing forward to integrate this application into a feasible low
cost FPGA platform in order to successfully deal with the
development of low cost wireless sensors to measure human
activity [13]. All these issues are part of our current lines
of research, and will be studied in detail in future contribu-
tions.
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