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HIGHLIGHTS 

 A novel sparse representation method for pedestrian trajectory abnormal 

analysis. 

 Utilizing Lp-regularization (0 < p < 1) to get sparser solutions. 

 An effective solver for the proposed method with EM algorithm and 

entropy. 
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ABSTRACT  

Pedestrian abnormal trajectory understanding based on video surveillance systems can 

improve public safety. However, manually identifying pedestrian abnormal 

trajectories is usually prohibitive workload. The objective of this study is to propose 

an automatic method for understanding pedestrian abnormal trajectory. An improved 

sparse representation model, namely information entropy constrained trajectory 

representation method (IECTR), is developed for pedestrian trajectory classification. 

It aims to reduce the entropy for trajectory representation and to obtain superior 

analyzing results. In the proposed method, the orthogonal matching pursuit (OMP) is 

embedded in the expectation maximization (EM) method to iteratively obtain the 

selection probabilities and the sparse coefficients. In addition, the lower-bound 

sparser condition of Lp-minimization (0 < p < 1) is applied in the proposed method to 

guarantee salient solutions. In order to validate the performance and effectiveness of 

the proposed method, classification experiments are conducted using five pedestrian 

trajectory datasets. The results show that the identification accuracy of the proposed 

method is superior to the compared methods, including naïve Bayes classifier (NBC), 

support vector machine (SVM), k-nearest neighbor (kNN), and typical sparse 

representation-based methods.   

 

Keywords: pedestrian behavior; sparse representation; Lp-norm; information entropy; 

trajectory understanding 
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INTRODUCTION  

In recent years, with an increasing demand for security issue, traffic safety that is an 

important part of security issue has attracted more and more attentions. Duo to rapid 

development of image processing techniques, storage technology, and artificial 

intelligence, the applications of video analysis to enhance traffic safety become more 

and more popular. Pedestrian behavior analysis based on video surveillance is one of 

the important affects for public transportation safety. For example, public transport 

systems in the central London were attacked during the morning rush hour. Another 

example, Madrid commuter rail network was attacked and the explosions killed 191 

people. If the video surveillance system can automatically detect abnormal pedestrian 

behaviors in the public areas beforehand, the bombing tragedies of Madrid and 

London may be effectively prevented.  

To date, airports, bus station, and other public places are widely equipped with 

video surveillance system. However, many of the existing video surveillance system 

only have the remote monitoring function. Although some alarm functions (e.g. fire 

alarm) are developed with information technology, automatic analysis and 

interpretation of pedestrian behaviors are not fully included in the video surveillance 

system. If the pedestrian abnormal behaviors are analyzed manually, it is prohibitive 

workload due to the vast amount of traffic video data. Therefore, it is necessary to 

develop an automatic understanding method for pedestrian abnormal behaviors. 

Pedestrian abnormal behavior analysis is one of the hotspots and difficulties. It 

concerns detection, and tracking of pedestrian and understanding of pedestrian 

trajectory from video sequences. Due to the advancement of video camera 

technologies and the availability of more sophisticated computer vision algorithms, 

the pedestrian detection and tracking technology has become more and more mature 

(Viola et al., 2003; Yao and Deng, 2012; Wang et al., 2014; He et al., 2017; Xu et al., 

2018). Therefore, we only focus on understanding method of pedestrian abnormal 

behaviors in this study.  

In recent years, many methods are proposed to understand pedestrian abnormal 

behavior based on video surveillance. Based on motion direction of head, hands, and 

other parts of pedestrian body extracted from video, several methods (such as 

hierarchical Bayesian network and dynamic Bayesian network) are employed to 

understand pedestrian abnormal behaviors. However, the pedestrian body features are 

difficult to extract because they are largely influenced by various environmental 

factors. The performance of understanding pedestrian abnormal behaviors is seriously 

affected. An object motion characterization can be described using motion trajectory 

that contain a sequence of position points. The motion trajectory has been widely 

employed to identify object motion patterns, action recognition, and so on. Therefore, 

many methods are proposed to understand pedestrian abnormal behaviors using 

pedestrian trajectory. For example, cluster method is widely applied. However, the 

performance and effective of these understand methods are often affected by 

incompletion and distortion of trajectories. The sparse representation model is a novel 

idea to understand or analyze object behavior. Sparse representation models typically 

used to tackle the analysis task can be traced to Wright et al. (2009), of which the 
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application field is face classification. Sparse representation model has been proven to 

be a powerful classifier even if the object feature is missing and distortion (Wright et 

al., 2009; Chong et al., 2011; Okyere et al., 2014; Chen et al., 2018). 

In this study, a sparse representation-based classification model with 

Lp-minimization is proposed for pedestrian anomaly trajectory understanding. An 

information entropy constrained trajectory representation (IECTR) method is then 

developed to solve the proposed model. The proposed method explicitly pays 

attention to the entropy of the distribution of selection frequency and modifies the 

sparse representation model by adding an entropy constraint to reduce the coding 

costs. In order to validate the performance and effectiveness of the proposed method, 

five datasets, including Bus station dataset1, Bus station dataset2, Airport dataset, 

Square dataset, and Railway station dataset, are used in our experimental.  

The remainder of the paper is organized as follows: Section II introduces the 

sparse representation of the trajectories and the proposed method. Then our pedestrian 

abnormal trajectory understanding framework is proposed in section III. In section IV, 

verification of the proposed method is given, followed by the conclusion and future 

work section. 

 

Contributions 

The main contributions of this study are threefold: 

(1) An improved sparse representation-based classification model with 

Lp-minimization is proposed for pedestrian abnormal trajectory 

understanding. 

(2) The Information Entropy is introduced in the proposed model to reduce the 

representation coding costs.  

(3) A novel solver based on the EM algorithm and the lower-bound sparser 

condition of Lp-minimization is proposed to solve the proposed model. 

 

Related Works 

Over the last decade, there has been a growing interest within the computer vision and 

machine learning communities in the problem of understanding pedestrian abnormal 

behavior based on video surveillance. These studies can be divided into two aspects: 

Pedestrian characteristics analysis and Trajectory analysis. For pedestrian 

characteristics analysis, the key is pedestrian behavior representation that needs to 

extract the characteristics of pedestrian silhouettes, body parts, and so on. For 

example, motion direction of head, hands, and other parts of pedestrian body are 

extracted to understand the pedestrian abnormal behavior such as fighting and 

violence (Datta et al., 2003). A hierarchical Bayesian network is also employed to 

understand pedestrian abnormal behavior. First, the poses of simultaneously tracked 

body parts and overall body pose are estimated at the low and high level of the 

Bayesian network, respectively. Then, a dynamic Bayesian network (DBN) is applied 

to analyze the evolution of the poses of the multiple body parts (Park and Aggarwal, 

2004). Similarly, a coupled hidden Markov model (CHMM) is proposed to understand 

pedestrian behaviors based on head position, body and motion information (Oliver et 
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al., 1999). Although using pedestrian body features can identify the abnormal 

behavior, the pedestrian features are difficult to extract and largely influenced by 

various environmental factors, such as weather, tree, and so on. 

For the trajectory analysis methods, the abnormal behaviors are identified during 

the course of pedestrian motions. For instance, Xiang and Gong (2008) propose an 

unsupervised learning method where likelihood ratio test (LRT) is used to online 

understand the abnormal behaviors. The iterative Altruistic Vector Quantization 

algorithm is used to robustly cluster trajectories in Mecocci and Pannozzo (2005). The 

abnormal trajectory understanding is based on fitting a spatial Gaussian on each 

prototype and statistically checking the fit of new trajectory samples. A two-stage 

fuzzy k-means is proposed to cluster trajectory in Hu et al. (2006). In their study, 

trajectories are firstly clustered in the spatial domain, and then each cluster is 

sub-clustered in the temporal domain. Then a threshold is set up to detect abnormal 

trajectory. Junejo et al. (2004) propose graph cuts to detect abnormal trajectory based 

on the Hausdorff distance measure.  

The sparse representation model is a novel idea to understand or analyze object 

behavior. Li et al. (2013) propose a sparse reconstruction (representation) method 

based on trajectory to detect pedestrian abnormal behaviors in video surveillance 

system. The fundamental underlying assumption of spare representation model is that 

any new sample can be approximately linear combined by training samples from a 

dictionary. The key problem of sparse representation model is to solve the 

L0-minimization problem. This problem for underdetermined system of linear 

equations is strongly NP-hard (Amaldi and Kann, 1998). Based on theory in field of 

compress sensing, we can learn that if the sparse solution of L0-minimization problem 

is sufficiently sparse, solving the L0-minimization problem can be equivalently 

transformed into solving the L1-minimization problem (Candes and Tao, 2005). 

Therefore, L1-minimization is widely applied as an approximation of L0-minimization 

due to its convexity. However, the solutions from L1-minimization are sometimes not 

sparse-enough in practice, which may impair the representation and discrimination 

abilities of the corresponding models. To this end, a tighter relaxation namely 

Lp-minimization (0 < p < 1) is introduced to obtain the sparser solutions (Chen et al., 

2010; Zhang et al., 2017). Because the problem of Lp-minimization is non-convex, the 

existing convex optimization solvers cannot be employed to get the optima within 

polynomial time. Recent study has proved that the local optimal solution of 

Lp-minimization can be considered as the global optimal solution under some weak 

conditions (Fan and Li, 2001; Chartand, 2007; Nikolova, 2006; Chen et al., 2010). 

Sparse representation based on Lp-minimization is currently being applied in many 

fields: Chen et al. (2017) propose a sparse representation-based classification model 

with Lp-minimization (0 < p < 1) for vehicle behavior learning. Zhang et al. (2017) 

propose a large-scale robust semi-supervised classification with an L2,p-norm-based 

framework, where p is smaller than 1. In addition, although getting sparser solutions 

is better for trajectory learning, the distribution of trajectory selection frequency is 

neglected in the extant work, which will lead to high entropy for the model and thus 

may increase the total cost of representation (reconstruction) and at the same time 
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impair the classification ability from the perspective of information theory.   

 

TABLE 1 Summarization of previous studies  

Reference(s) Algorithm Feature 

Datta et al.(2003) Motion analyze Pedestrian characteristics 

Park and Aggarwal (2004) DBN Pedestrian characteristics 

Oliver et al.(1999) CHMM Pedestrian characteristics 

Xiang and Gong(2008) LRT Pedestrian trajectory 

Mecocci and Pannozzo 

(2005) 

Iterative Altruistic Vector 

Quantization 

Pedestrian trajectory 

Hu et al.(2006) A two-stage fuzzy k-means Pedestrian trajectory 

Junejo et al.(2004) Cluster Pedestrian trajectory 

Li et al.(2013) Sparse representation 

method 

Pedestrian trajectory 

 

METHODOLOGY 

Sparse Representation for Pedestrian Trajectories 

For the sake of convenience, we first show the notations used in this paper as 

follows. For
mx , 

p
x denotes Lp-norm, || ||x  denotes L2 -norm throughout this 

paper. Signal representation is a basic problem in the fields where image compression 

plays an important role. Sparse representation with respect to an over-complete 

dictionary has been studied with growing recently, especially in the trajectory 

detection. Let matrix 
m nA  be the training dictionary where each column 

denotes a training trajectory, a test trajectory my  can be expressed by a linear 

combination of the training trajectories as following 

,m y Aσ  

where nσ  is the weight vector that contains the weight of each training samples 

in the dictionary (i.e. each column of A) for test trajectory fitting. Figure 1 shows an 

example of the sparse representation technique used in pedestrian trajectory 

understanding. In Figure 1, Dictionary A contains 3 subgroups namely A1, A2, and A3, 

where each subgroup consists of the training trajectories that belong to the same class. 

The weight vector (coefficient vector) σ = {0,0,0, 𝑎1, 𝑎2, 𝑎3, 𝑎4, 0,0,0}
𝑇 

corresponding to the test trajectory y implies that y can be represented only by the 

training trajectories in A2. The class label of y can thus be considered as the same as 

those in A2.  
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Figure 1 An example of the sparse representation technique applied in pedestrian 

trajectories understanding. 

 

Sparse representation aims at seeking approximations of y  with the atoms in A 

as few as possible. This can be implemented by solving the following problem 

 
0 2

min     s.t.  
σ

σ y Aσ   (1) 

Note that the objective function of model (1) is nonconvex. In fact, model (1) is 

well-known to be strongly NP-hard (Amaldi and Kann, 1998). To this end, model (1) 

are often transformed to model (2), 

                min𝜎‖𝝈‖𝑝         𝑠. 𝑡. ‖𝒚 − 𝑨𝝈‖2 ≤ 𝜀                   

(2) 

where p is usually set as 1 or 2, and at this time model (2) is in fact a convex 

approximation of (1). Many methods have been developed to efficiently find solution 

of model (2) including greedy algorithms and convex relaxation techniques. Taking 

into account the trade-off between approximation capability and computational 

complexity, greedy algorithms like matching pursuit (MP) and orthogonal matching 

pursuit (OMP) (Mo et al., 2014) are widely applied. MP selects one atom that reduces 

the residual most in each iteration step. OMP differs from MP in that, after one atom 

is selected every iteration, the support (position indices of nonzero entries) and the 

projection values are updated by orthogonaling the residual with respect to the 

selected atoms. This process is repeated until the number of nonzero entries in the 

solution reaches the given upper limit or the residual is small enough. OMP is thus 

applied in our method. 

In addition, much study (e.g. Candes and Tao, 2005; Chartand, 2007; Fan and Li., 

2001; Nikolova, 2006) has been evidenced that using Lp-norm (0 < p < 1) in the 

regularization term can usually find sparser solutions than using L1-norm. Although 

finding the exact solutions of the optimization formulation with Lp-norm (0 < p < 1) is 

still NP-hard (Chen et al., 2010), a theorem of the lower bound of Lp-minimization is 

introduced to guarantee sparser solution under weaker conditions than 

L1-approximation of the original model (i.e. model (1)). Inspired by this, we apply the 

theorem in our method to help find sparser solutions. The theorem is described as 

follows. 
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Theorem 1 (Chen et al., 2010): a lower bound  = (
 𝑝

2‖ ‖√  𝜎 
)

 

   
, for the 

absolute value of nonzero entries in a local optimal solution    of model (2), that is  

            for any i   ,    ≤ |  | ,     if    0 

it can be written as following, 

            for any i   ,       − ,      = 0       

    According to the Theorem 1, if local minimizer    of Lp-minimization satisfies 

the condition namely  ≤ |  |, the corresponding entry in the global minimizer (i.e. 

the exact optimal solution of model (1)) is 0. Therefore, it is possible to make the 

solution sparser and closer to the global minimizer by utilizing theorem 1.  

 

Sparse Representation with Information Entropy  

Trajectory dictionary often contains rich information. In order to get a better 

approximation, more training samples will be selected and thus needs a higher coding 

cost for representation. According to the information theory, the total bit of the 

representation of the trajectory depends on the product of the information entropy and 

the number of samples. The nonzero entries of the coefficient matrix 1[ ,..., ]T

K  σ σ

corresponding to the test trajectory matrix 1[ ,..., ]T

KY y y  can thus be quantized to 

reduce the entropy. Otherwise, the distribution of nonzero entries in   may vary and 

thus may lead to high coding costs although sparse samples are selected. To this end, 

an information entropy constrained trajectory representation method (denoted as 

IECTR) is proposed in this section. Specifically, we first let 

11 1

1

n

K Kn

s s

s s

 
 


 
  

S  

where 1[ , , ]T

i i Kis ss  records the positions of the nonzero entries in 

1[ , ]T

i i Ki    . IECTR contains two constraints, namely the traditional constraint 

 y Aσ in model (2) and a new one namely ( )H hS , where h is the upper bound 

of the information entropy for the indices S. H(S) is defined as 

 2( ) ( ) log ( )
i

i iH p p


  
s S

S s s   (3) 

where ( )ip s  is calculated as 

 01

1 0

( )
ii

ip


 


s
s

S
  (4) 

To make the model consistent with the fast solving algorithm like OMP, the 

constraint of entropy is taken into the objective function by introducing a Lagrangian 

multiplier as follows 

min ‖𝝈‖𝑝 − 𝜆∑
‖∑𝑖‖0

‖∑‖0
∑𝑖 ∑ ∙ log2

‖∑𝑖‖0

‖∑‖0
          𝑠. 𝑡. ‖𝒚 − 𝑨𝝈‖2 ≤ 𝜀      

(5) 
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However, model (5) is hard to be solved not only lies in its NP-hardness but also 

because   in H(S) is made up of the calculated  . To tackle this contradiction as 

well as to make the problem tractable, an OMP-EM mixture method (Hild et al., 2008) 

are applied to get the near-optimal solutions. The detailed procedure can be described 

as follows: First, taking 1[ ( ),..., ( )]T

np pp s s  as a constant to calculate  using 

OMP, then in the next step, using   to update p, in such a way as to iteratively 

update p and . To start, p should be first initialized. In this paper, the similarity 

between yi and the training sample aj  

 sim
i j

ij

i j






y a

y a
  (6) 

are applied for initialization. Thus, a similarity matrix can be obtained 

 

11 1

1

sim sim

sim sim

n

K Kn

SI

 
 


 
  

  (7) 

and the initial probability can be calculated by 

 sim Simj jp    (8) 

where 𝑠𝑖𝑚𝑗 = ∑ 𝑠𝑖𝑚 𝑗
𝐾
 =1  and Sim = ∑ ∑ 𝑠𝑖𝑚 𝑗

𝐾
 =1

𝑛
𝑗=1 .  

 

The pseudo code of IECTR is given in Algorithm 1. 

 

Algorithm 1 Information Entropy Constrained Trajectory Representation 

(IECTR) method  

Inputs: Test trajectory set  1, ,
T

K Y y y , the dictionary A 

1.  Initialization: t = 0, calculate 
0 0 0

1[ ,..., ]np pp  according to Eqs. (7) and (8) 

2.  Make iteration: Perform the following steps and increase t by 1 

3.     Initialization: Re  , t  , t S  

4.     for all k y Y , do 

5.        Initialization: 
0

k kr y , 1[ ,..., ]T

k kns s  0 , i = 0 

6.        Make iteration: Perform the following steps and increase i by 1 

7.           Find 
2

2

22
21

 0

: arg min log

kj

T i i t t

j j k j k j j
j n

s

j p p
 


    a a r a r  and set : 1kjs   

8.           Find the minimizer of 
2

1

12
:  s.t. support( ) [ ,..., ]i i i T

k k k k k kns s   r y Aσ σ           

9.           If 1

2

i

k  r , stop. Otherwise conduct another iteration. 

10.       for each  𝑙  𝝈𝑘
  do 




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11.          Calculate L according to Theorem 1  

12.          if  𝑙   − ,    then 

13.              𝑙 = 0 

14.          end if 

15.       end for 

16.       { }t t i

k    σ , {support( )}t t i

k S S σ , 1Re Re { }i

k

  r  

17.    end for 

18. Update p
t+1

 using S
t
 according to Eq. (4).  

19. If ||Re||F is not changed, stop. Otherwise conduct another iteration. 

Outputs: coefficient matrix  , indices S 

 

Algorithm IECTR consists of four loops, namely EM loop (lines 2 -- 19), testing 

sample loop (lines 4 -- 17), local minimizer searching loop (lines 6 -- 9), and local 

minimizer modification part (lines 10 -- 15). The iteration times of the first loop T 

depends on the convergence of Re. The second loop iterates K times where K is the 

number of the test samples. And it is easy to find that the worst iteration case of the 

third loop is no more than O(n
2
) and the last part iterates n times. Therefore, the 

iterative complexity of IECTR can be finally obtained as O(TKn
2 

). 

 

The Proposed Method for Pedestrian Abnormal Trajectory Learning 

Pedestrian Trajectory Classification 

The proposed method for pedestrian trajectory learning based on IECTR will be 

described in this section. Pedestrian trajectory learning includes two aspects: 

Trajectory classification and abnormal trajectory detection. 

Trajectory dictionary requires all training samples in the same dimension, while 

the length of the original pedestrian trajectories (i.e. the raw data) are usually different 

due to various pedestrian behaviors. To this end, a frequently used technique called 

least-squares cubic spline curves approximation (LCSCA) (Li et al., 2013) is 

employed to normalize all pedestrian trajectories into the same dimension. The 

control points obtained by LCSCA can discretely represent the shape of complex 

curves and thus will be used to extract fixed-length vectors as pedestrian trajectory 

representation.  

Using the proposed IETCR method, the sparse coefficient matrix Σ  can be 

obtained. Suppose a test trajectory y belongs to the ith class, it is more likely that the 

average residual between y and the training trajectories (i.e. the atoms) belong to the 

same class in dictionary A are smaller than that between y and those belong to any 

other class. Thus a class residual error set R could be introduced for classification. To 

identify the class that y belongs to, we first denote the class residual error vector set R 

of the test trajectory y as 

 
1 1
,..., ,...,

k kC C C CR R         
R Aσ y Aσ y   (9) 

where 
1
,...,

kC Cσ σ denote the coefficient vectors correspond from C1 to Ck, 

respectively. When R is obtained, we take the ith class of the minimum 
iCR  as the 
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class of test trajectory. That is, we can simply apply the following equation to identify 

the class of y. 

 ( ) (arg min ) (1,..., )
i

i
CClass R i k y   (10) 

Anomaly Detection  

Since abnormal training trajectories in the dictionary can be taken as the samples with 

the class label of „abnormal‟, abnormal test trajectories can be classified during the 

trajectory classification process introduced in previous section. Thus anomaly 

detection can be actually conducted in the classification process. However, unlike the 

normal trajectories, classification of abnormal ones may fall into a dilemma since the 

dictionary may contain statistically insignificant or even no abnormal training samples. 

Under this circumstance, anomaly detection should be conducted in the context of 

unsupervised learning. The outlier rejection rule (Wright et al., 2009) is applied in our 

framework to detect anomaly when the supervised learning framework is invalid. 

More specifically, Sparsity Concentration Index (SCI) metric is utilized. The SCI of a 

coefficient vector x is defined as 

  1 1
max ( ) 1

SCI( ) 0,1 .
1

i ik g

k

 
 



x x
x   (11) 

where gi(x) is the vector that contains all nonzero elements corresponding to ith class 

in x. We now analyze two extreme cases of the value of SCI: If SCI(x) = 1, the test 

trajectory y is represented using only trajectories from a single class, thus it can be 

classified to that class. On the contrary, SCI(x) = 0 means the sparse coefficients are 

distributed evenly on all classes. In other words, it is more likely that y does not 

belong to any presented classes. According to the outlier rejection rule, it could be 

determined as an abnormal trajectory. A threshold (0,1)  is selected and y is 

identified to be an abnormal trajectory if SCI( ) y . 

 

EXPERIMENTAL RESULTS AND DISSCUSION 

In order to validate the performance and effectiveness of the proposed method, five 

datasets, including Bus station dataset1, Bus station dataset2, Airport dataset, Square 

dataset, and Railway station dataset, are used in this study. Bus station dataset1 is 

collected in Brown Hill, Liverpool, UK. Bus station dataset2, Airport dataset, Square 

dataset, and Railway station dataset that consist of several pedestrian videos are all 

collected by our lab. In order to obtain pedestrian trajectories that can be used for the 

purpose of training and testing, the frequently used methods, namely Mask R-CNN 

(He et al., 2017) and Kalman filter, are employed as the preprocessing methods in our 

experiments. Mask R-CNN extends Faster R-CNN by adding a branch for predicting 

segmentation masks on each region of interest. The effectiveness of Mask R-CNN has 

been guaranteed in several recent works (e.g. He et al., 2017). Figure 2 shows the 

preprocessing steps: First, Mask R-CNN and Kalman filter are employed to detect and 

track pedestrian from a set of video clips.. Then, the extracted trajectories are 

randomly gathered as a training dataset (i.e. a dictionary) and a test dataset, 

respectively, and finally transformed into the same dimensions by LCSCA.  
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Figure 2 The preprocessing flow for pedestrian trajectory extraction and collection. 

  

For Bus station dataset1, the normal behavior classes and abnormal behavior 

classes are manually identified and labeled for each trajectory: 2937 training 

trajectories (including 2850 normal and 87 abnormal trajectories) and 1390 test 

trajectories with 1300 normal and 90 abnormal trajectories are finally obtained in our 

experiments. For Bus station dataset2, 5705 training trajectories (including 5550 

normal and 155 abnormal trajectories) and 2105 test trajectories with 2000 normal 

and 105 abnormal trajectories are finally obtained in our experiments. For Airport 

dataset, 2655 normal and 15 abnormal trajectories are obtained from training video 

clips, and 1200 normal and 35 abnormal trajectories are used as test samples. For 

Square dataset, different normal trajectory classes and abnormal trajectory classes are 

manually identified and labeled for each trajectory: 3500 normal and 82 abnormal 

trajectories are obtained from training video clips, and 1200 normal and 40 abnormal 

trajectories are used as test samples. For Railway station dataset, 5350 training 

trajectories (including 5000 normal and 350 abnormal trajectories) and 900 test 

trajectories with 870 normal and 80 abnormal trajectories are finally obtained for the 

experiments. General information of the five datasets is summarized in Table 2. 

In this study, several representative classifiers, including naïve Bayes classifier (NBC), 

support vector machine (SVM), k-nearest neighbor (kNN), sparse representation with 

𝑙1-relaxation (namely L1-minimization, hereafter it is denoted as SR-𝑙1), sparse 

representation with 𝑙2 -relaxation (SR- 𝑙2 ), and sparse representation with 

𝑙0.5-relaxation (SR-𝑙0.5) are used as the compared methods to verify the performance 

and effectiveness of the proposed method. All the experiments are conducted on a 

2.60 GHz CPU, 8GB RAM personal computer with Windows 7. 

NBC (Chen et al., 2015) is a simple probabilistic classifier with an assumption of 

conditional independence among variables, i.e., the presence (or absence) of a 

particular variable of a class is unrelated to the presence (or absence) of any other 
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variable. It only requires a small amount of training data to estimate the parameters 

necessary for classification.  

 

TABLE 2 General information of training and test datasets 

 Dataset Normal 

trajectory 

Abnormal 

trajectory 

Normal 

class 

Abnormal 

class 

Training  Bus station dataset1 2850 87 3 2 

Bus station dataset2 5550 155 7 3 

Airport dataset 2655 15 4 2 

Square dataset  3500 82 3 3 

 Railway station 

dataset 

5000 350 4 2 

Test Bus station dataset1 1300 90 3 2 

Bus station dataset2 2000 105 7 3 

Airport dataset 1200 35 4 2 

Square dataset  1200 40 3 3 

 Railway station 

dataset 

870 80 4 2 

 

kNN (Aha et al., 1991) is a supervised nonlinear classifier. Given a parameter k 

and a sample d, the kNN technique considers k training examples closest to d in terms 

of their distance (e.g., Euclidean distance) in the feature space, and then predicts the 

class of d as the dominant real class among those k neighbors by a majority voting 

manner. A value of k = 1 neighbor has been used in our experiments 

SVM (Chen et al., 2017) is proved to be very effective in multiple application 

fields. The fundamental principles of the SVM can be described as finding a best 

separating hyperplane between two classes of training samples and using it to classify 

the test samples. 

SR-𝑙1 (Li et al., 2013): Sparse representation model with 𝑙1-relaxation is used 

for pedestrian trajectory classification. 

SR-𝑙2 (Zhang et al., 2011): Sparse representation model with 𝑙2-relaxation is 

used for pedestrian trajectory classification.  

SR-𝑙0.5 (Chen et al., 2010): Sparse representation model with 𝑙0.5-relaxation is 

used for pedestrian trajectory classification.  

In this study, NBC, kNN and SVM are conducted in the Weka environment. The 

Gaussian RBF kernel is applied for SVM, and k = 3 is set for kNN. SR-𝑙1, SR-𝑙2, 

SR-𝑙0.5, and the proposed method are implemented in the Matlab environment. The 

classification accuracy rate, true positive rate (TPR), and false positive rate (FPR) are 

applied as the evaluation metrics, where TPR is defined as the ratio of the number of 

the correctly-identified abnormal trajectories to the total number of abnormal 

trajectories. FPR is defined as the ratio of the number of the incorrectly-identified 

abnormal trajectories to the total number of abnormal trajectories. For all normal 

trajectory classes, we report the classification accuracy of each selected method; and 

for the abnormal trajectory class, we report TPR and FPR of each selected method. 
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Figure 3 shows an example of pedestrian detection for Bus station dataset1 

(Brown Hill, Liverpool, UK). Figure 4 shows examples of the normal trajectory 

classes and abnormal trajectory class in Bus station dataset1. In Bus station dataset1, 

pedestrian normal trajectories are further divided into three classes “N1”, “N2”, “N3”. 

Table 3 shows the results of abnormal trajectory detection using NBC, kNN, 

SVM, SR-𝑙1, SR-𝑙2, SR-𝑙0.5, and the proposed method on Bus station dataset1, 

respectively.  

 

Figure 3 An example of pedestrian detection for Bus station dataset1 (Brown Hill, 

Liverpool, UK) 

   

(a)                                    (b) 

Figure 4 Examples of the normal trajectory classes and abnormal trajectory class in 

Bus station dataset1: (a) the normal trajectory classes, (b) the abnormal trajectory 

class. 

 

TABLE 3 Results of pedestrian trajectory identification on Bus station dataset1 

Methods  Accuracy of Normal Trajectory Understanding Accuracy of Abnormal 

Trajectory Understanding 

N1 N2 N3 TPR FPR 

NBC 80.6% 82.8% 80.3% 55.6% 2.2% 

SVM 82.2% 84.2% 79.7% 57.8% 2.4% 

kNN 82.6% 83.8% 80.7% 62.2% 2.7% 

SR-𝑙1 83.4% 86% 81.6% 81.1% 0.9% 

SR-𝑙2 84.6% 82.2% 77.7% 80% 1.1% 

SR-𝑙0.5 87.4% 86.6% 81% 83.3% 0.8% 

Our method 90.2% 86.6% 83.7% 86.7% 0.2% 
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As can be seen from Table 3, the accuracies of normal trajectory understanding 

of the proposed method (N1: 90.2%, N2: 86.6%, and N3: 83.7%) are better than those 

of other methods (NBC (N1:80.6%, N2:82.8%, and N3: 80.3%), SVM (N1:82.2%, 

N2:84.2%, and N3: 79.7%), kNN (N1:82.6%, N2:83.8%, and N3: 80.7%), SR-𝑙1 

(N1:83.4%, N2:86%, and N3: 81.6%), SR-𝑙2 (N1:84.6%, N2:82.2%, and N3: 77.7%), 

and SR-𝑙0.5 (N1:87.4%, N2:86.6%, and N3: 81%)). For abnormal identification, TPR 

of the proposed method is highest (86.7%) and FPR of the proposed method is 

smallest (0.2%) among the compared methods (NBC (2.2%), SVM (2.4%), kNN 

(2.7%), SR-𝑙1 (0.9%), SR-𝑙2 (1.1%), and SR-𝑙0.5 (0.8%)). Results shown in Table 3 

indicate that, the proposed method achieves better performance compared with other 

methods. In general, the accuracy of the model based on sparse representation is 

superior to the other methods on Bus station dataset1, especially in abnormal 

trajectory understanding. For different types of sparse representation models, the 

performance of the proposed method is better than others, mainly because the 

proposed method explicitly pays attention to the entropy of the distribution of 

selection frequency and modifies the traditional sparse representation models by 

adding the entropy constraint.  

In order to check the efficiency of the proposed method, we compare the 

execution speed of the proposed method with those of all the selected methods. We 

select Bus station dataset1 as an example, and report the results in Table 4. As can be 

seen from Table 4, NBC performs fastest among all the methods due to its simplicity 

and the strong independence assumption. The execution time of the proposed method 

is longer than that of kNN, this is possibly due to the fact that the proposed method 

implemented in Matlab usually run significantly slower than those implemented in 

Weka which is based on Java environment. However, the proposed method performs 

significantly better than the selected sparse representation-based methods (SR-𝑙1, 

SR-𝑙2, and SR-𝑙0.5) which are all implemented in the Matlab environment, showing 

that the proposed IECTR is more efficient compared with the ordinary programming 

solvers. 

 

TABLE 4 Execution time on Bus station dataset1 

 NBC SVM kNN SR-𝑙1 SR-𝑙2 SR-𝑙0.5 Our method 

Execution 

time (ms) 
2841 15623 7625 32311 27094 48172 13208 

 

Figure 5 shows an example of pedestrian detection for Bus station dataset2 

(Wuhan, Hubei, China). Figure 6 shows examples of the normal trajectory classes and 

abnormal trajectory class in Bus station dataset2. Table 5 shows the results of 

abnormal trajectory identification using NBC, kNN, SVM, SR-𝑙1, SR-𝑙2, SR-𝑙0.5, and 

the proposed method on Bus station dataset2, respectively. In Bus station dataset2, 

pedestrian normal trajectories are further divided into seven classes. “N1”, “N2”, 

“N3” , “N4” , “N5” , “N6” , “N7” are used to represent the seven classes, respectively. 

According to the results shown in Table 5, the accuracies of normal trajectory 

understanding from the proposed method are the highest in most of cases (N1:88.3%, 
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N2:89.3%, N3: 86.7%, N4:88.7%, N5: 81%, and N7: 83.5%). For abnormal trajectory 

understanding, TPR of the proposed method is highest (82.9%), and FPR of the 

proposed method is smallest (0.5%), compared with the selected methods. 

 

Figure 5 An example of pedestrian detection for Bus station dataset2 (Wuhan, Hubei, 

China) 

   

(a)                                     (b) 

   

(c)                                     (d) 

Figure 6 Examples of the normal and abnormal trajectory classes in Bus station 

dataset2 

 

TABLE 5 Results of pedestrian trajectory identification on Bus station dataset2 

Methods  Accuracy of Normal  

Trajectory Understanding 

 Accuracy of  

Abnormal Trajectory 

Understanding 

N1 N2 N3 N4 N5 N6 N7 TPR FPR 

NBC 76.7% 78.3% 81% 81.6% 79.3% 77.6% 79.5% 38.1% 2.9% 

SVM 79.3% 77% 77.7% 81.3% 76.6% 79.3% 75.5% 34.3% 3.1% 

kNN 81% 82.6% 79.6% 80.7% 77% 81.3% 78% 52.3% 2.3% 

SR-𝑙1 83.6% 85% 82.3% 84.6% 79.6% 82.3% 79.5% 74.3% 1.1% 

SR-𝑙2 82% 79.7% 80.7% 82.3% 78.3% 81.3% 77.5% 72.4% 1.3% 

SR-𝑙0.5 84.6% 85.3% 84% 85% 80.3% 81.7% 81% 79% 1.1% 
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Our method 88.3% 89.3% 86.7% 88.7% 81% 81.7% 83.5% 82.9% 0.5% 

 

 

Figure 7 shows an example of pedestrian detection for Airport dataset (Wuhan, 

Hubei, China). Figure 8 shows examples of the normal trajectory classes and 

abnormal trajectory class in Airport dataset. Table 6 shows the results of abnormal 

trajectory detection using NBC, kNN, SVM, SR-𝑙1, SR-𝑙2, SR-𝑙0.5, and the proposed 

method on Airport dataset, respectively. In Airport dataset, pedestrian normal 

trajectories are further divided into four classes. “N1”, “N2”, “N3”, and “N4” are used 

to represent the four classes, respectively. The best understanding accuracies are 

achieved by the proposed method (N1:89.6%, N2:86.3%, N3: 89.3%, and N4: 87.6%). 

For abnormal trajectory understanding, the accuracy of the proposed method 

outperforms other selected methods. 

 

Figure 7 An example of pedestrian detection for Airport dataset (Wuhan, Hubei, 

China) 

 

  

(a)                                   (b) 

Figure 8 Examples of the normal trajectory classes and abnormal trajectory class in 

Airport dataset: (a) the normal trajectory classes, (b) the abnormal trajectory class. 

 

TABLE 6 Results of pedestrian trajectory identification on Airport dataset 

Methods  Accuracy of Normal Trajectory Understanding Accuracy of Abnormal 

Trajectory Understanding 

N1 N2 N3 N4 TPR FPR 

NBC 74.3% 77.6% 74.3% 80.3% 31.4% 1.6% 

SVM 73.3% 84.2% 79.3% 77% 31.4% 1.6% 

kNN 79.6% 82% 80% 81.3% 42.9% 1.5% 
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SR-𝑙1 81.6% 83.6% 81.3% 83% 82.8% 0.4% 

SR-𝑙2 80.3% 82.3% 79.6% 80% 77.1% 0.6% 

SR-𝑙0.5 85.6% 86.3% 88.3% 85% 85.7% 0.3% 

Our method 89.6% 86.3% 89.3% 87.6% 88.6% 0.2% 

 

Figure 9 shows an example of pedestrian detection for Square dataset (Wuhan, 

Hubei, China). Figure 10 shows examples of the normal trajectory classes and 

abnormal trajectory class in Square dataset. Table 7 records the results of abnormal 

trajectory detection using NBC, kNN, SVM, SR-𝑙1, SR-𝑙2, SR-𝑙0.5, and the proposed 

method on Square dataset, respectively. In Square dataset, pedestrian normal 

trajectories are divided into three classes. “N1”, “N2”, and “N3” are used to represent 

the three classes, respectively.  

As can be seen from Table 7, the proposed method (88%) is better than other 

methods (NBC (77.5%), SVM (80.5%), kNN (82%), SR-𝑙1 (81.5%), SR-𝑙2 (79.8%), 

and SR-𝑙0.5 (83.7%)) for normal trajectory class N1. Also, the identification accuracy 

of N2 of the proposed method (88.3%) is better than other methods (NBC (79.5%), 

SVM (77.8%), kNN (80.3%), SR-𝑙1 (82.3%), SR-𝑙2 (82%), and SR-𝑙0.5 (82.8%)). 

for normal trajectory class N3, our method obtains the highest identification accuracy 

(89.2%) among all the compared methods. While the lowest accuracy (78.8%) is 

obtained by NBC. According to values of TPR and FPR, we can learn that the 

proposed method (TPR: 90% and FPR: 0.2%) outperforms all the compared methods.  

 

 

Figure 9 An example of pedestrian detection for Square dataset (Wuhan, Hubei, 

China) 

 

(a)                               (b) 
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(c)                               (d) 

Figure 10 Examples of the normal and abnormal trajectory classes in Square dataset 

 

TABLE 7 Results of pedestrian normal trajectory identification on Square dataset 

Methods  Accuracy of Normal Trajectory Understanding Accuracy of Abnormal 

Trajectory Understanding 

N1 N2 N3 TPR FPR 

NBC 77.5% 79.5% 78.8% 47.5% 1.6% 

SVM 80.8% 77.8% 81.3% 42.5% 1.7% 

kNN 82% 80.3% 79.3% 45% 1.6% 

SR-𝑙1 81.5% 82.8% 82.3% 82.5% 0.4% 

SR-𝑙2 79.8% 82% 80.8% 80% 0.6% 

SR-𝑙0.5 83.7% 82.8% 80.7% 85% 0.3% 

Our method 88% 88.3% 89.2% 90% 0.2% 

 

Figure 11 shows an example of pedestrian detection for Railway station dataset 

(Wuhan, Hubei, China). Figure 12 shows examples of the normal trajectory classes 

and abnormal trajectory class in Railway station dataset. Table 8 shows the results of 

abnormal trajectory detection using NBC, kNN, SVM, SR-𝑙1, SR-𝑙2, SR-𝑙0.5, and the 

proposed method on Railway station dataset, respectively. In Railway station dataset, 

pedestrian normal trajectories are also further divided into four classes. “N1”, “N2”, 

“N3”, and “N4” are used to represent the four classes, respectively. Table 8 shows that, 

although the understanding accuracy of the proposed method (83.1%) is lower than 

that of SR-𝑙0.5 (84.6%) in class N4, the best accuracies are achieved by the proposed 

method in most of cases (N1:82.5%, N2:84.4%, and N3: 87.2%). For abnormal 

trajectory understanding, the accuracy of the proposed method (TPR: 78.8% and FPR: 

0.9%) outperforms all other compared methods. 
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Figure 11 An example of pedestrian detection for Railway station dataset (Wuhan, 

Hubei, China) 

 

  

(a)                                   (b) 

Figure 12 Examples of the normal trajectory classes and abnormal trajectory class in 

Railway station dataset: (a) the normal trajectory classes, (b) the abnormal trajectory 

class. 

 

TABLE 8 Results of pedestrian trajectory identification on Railway station dataset 

Methods  Accuracy of Normal Trajectory Understanding Accuracy of Abnormal 

Trajectory Understanding 

N1 N2 N3 N4 TPR FPR 

NBC 74.5% 71.9% 76% 76.9% 32.5% 1.4% 

SVM 77.5% 74.3% 75.2% 79.2% 31.3% 1.5% 

kNN 81% 78.1% 79.6% 83.1% 52.5% 1.2% 

SR-𝑙1 76.5% 76% 82% 81.5% 73.8% 0.9% 

SR-𝑙2 78% 76.8% 78% 80.8% 61.3% 1.2% 

SR-𝑙0.5 80.5% 81.3% 83.2% 84.6% 75% 1.1% 

Our method 82.5% 84.4% 87.2% 83.1% 78.8% 0.9% 

 

CONCLUSIONS  

In this study, an information entropy constrained sparse representation model is 

developed for pedestrian behavior understanding, which can lead to superior 

identification results. OMP is embedded in EM method to iteratively obtain the 

selection probabilities and the sparse coefficients of the proposed model. Trajectory 

similarity is employed for initializing the selection probabilities. In addition, the lower 

bound theory of nonzero entries in solutions of Lp minimization is introduced to get 

more salient solutions. In order to validate the performance and effectiveness of the 

proposed method, five datasets, including Bus station dataset1, Bus station dataset1, 

Airport dataset, Square dataset, and Railway station dataset, are used in our 

experiments. Experimental results show that the understanding accuracies achieved by 

the proposed method are significantly improved on the whole compared with most 

well-known classifiers namely NBC, kNN, SVM, and typical extant sparse 

representation methods. We may conclude that the proposed method can be 

effectively used in pedestrian behavior learning based on video surveillance systems. 
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This study gives a potential way for the applications of the video surveillance system 

to provide further services for traffic safety and law enforcement. 

Future work about pedestrian behavior learning will include developing an 

online learning system based on this study in order to adapt to the dynamic 

environment. In addition, it is noted that most of the extant works that refer to 

pedestrian trajectory analysis use private datasets for model illustration and validation. 

Therefore, open-source pedestrian trajectory datasets need to be further established 

for convincing comparisons among the state-of-the-arts.  
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